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CHAPTER 1 BACKGROUND

1.1 INTRODUCTION

Adaptive pin sed array radar (APAR) represents one of the most demanding
signal processing problems that merits consideration of the use of advanced
signal processing techniques such as optical processing. In this report, we
summarize the resuits of © one v oar advanced study of the use of optical pro-
cessing for APAR,  The hasic concepts and the three major optical signal pro-
cessing (0OSP) approaches used are reviewed in Sects, 1.3-1.5. In Scet. 1.2,

we provide an overview and summary of the relevant APAR issues. In Chapters

2-4, ecach of the new 0OSP technicucs is considered in more detail. Our summary

and conclusions are advanced in Chapter 5.

S

In Sect. 1.2, the salient issues of APAR as they apply to our 0SP solutions
are reviewcd. For a more global description of APAR research, see [1]. In Scct.
1.3, we outline our coherent optical correlator (COC) algorithm and approach.

In this system, an optical processor iIs used to compute the far field noise distri-
bution in angle (or space) and time (or frequency) for a phased array. OSP svstems
using acousto optic (AO) transducers are used to achieve the necessaryv system real-
ization in the desired performance. A post processor can then compute the set of
adaptive weights to apply to the elements of the antenna to null this far field
noise pattern. The details of this system and our recent research on it are in-

cluded in Chapter 2.

In Sect. 1.4, we outline and highlight our second 0SP technique for APAR pro-

cessing. This system is basically an optical matrix-vector multiplier with an
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electronic feedback loop., The matrix-vector multiplier is realized by a linear
array of LEDs, fiber optic interconnections, a mask and a linear photo detector
array with parallel output. The addition of an electronic feedback system results
in an optical system capable of solving a general matrix-vector equation, We
refer to this as an iterative cptical processor (IOP). For APAR applications,
this system is used to compute the set of adaptive weights W given the covariance
matrix M in the steering vectuv:r S. This system has been fabricated and evaluated.

It is described in Chapter 3.

The third and final OSP system for APAR uses multiple input wavelengths as an
adjunct to the IOP system of Chapter 3. The resultant wavelength diversity processor
(WDP) is highlighted in Sect., 1,5 and described in detail in Chapter 4. It greatly
enhances the capability of the IOP system and allows the use of many new algorithms
and optical data processing operations for diverse APAR and signal processing appli-

cations.

1.2 APAR OVERVIEW AND REVIEW

A simplified block diagram of an adaptive phased array processor is shown in
Fig. l.1. The basic concept is to multiply each of the received signals vy by an

appropriate weight v, and to then sum these products to produce the output
E=_lw_v. (1.1)

If the same weight is applied to all elements, the beam formed is normal to the

array and described by

—

S (6) =

(1.2)
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, where d is the elemert-element spacing, ' is the steering vector of the array,
and N is the number or elements. By varying the phases of the weights W the
beam can be steered to different directions. This is achieved by sc¢lecting the
phases such that a signal incident from the desired scan angle adds in phase

across the array. 3

By adjusting the amplitudes and phases of the W the sidelobe levels can be
decreased and the effects of other noise sources in the antenna's field of view
can be reduced. In such APAR systems, nulls are placed at angles and frequencies
in the antenna pattern corresponding to different noise sources. The adaptive
control is achieved by separate adaptive loops on each of the antenna elements as
shown in Fig. 1.2. The steering signals s: indicate the direction in which the
array is steered and hence the location of the antenna's main beam. The Zn vaiues

are the correlation of the received array signals vy and the output g = WV

When W C) g is large, u and hence W change rapidly. The purpose of an adaptive
array is to reduce the noise in g. When u, in a given channel is large, the cor- .

responding weight W has a larger effect on reducing the residue noise in g.

For receiver noise only, the same for all channels, the weights v all approach
the same value. If one wn is larger, the corresponding wn Vo term in g is larger
and this will cause larger z and u, values for that channel, which will decrease
w . Thus, an adaptive array achieves uniform illumination onlv for receiver noise
alone. When the received signal energy is less than the interference and noise
energv, the adaptive loops attempt to minimize the input power (subject to the steer-

ing vector constraint)., If the noise in g is approximately zero, the z values will
n

be small and the W will be relatively constant,

The weiszhts can be described by

G (S* - u ). (1.
n n n

€
[

P e e e

O e
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The low pass filter with time constant T can be described by

tu tu o=z, (1.4)
and
= 3 = y¥x -
z, vk g VE LWV (1.5)

These equations describe the response of each of the N adaptive loops. The vari-
ation ot v depends on the inputs from all N channels and on the weights of the

other N-1 channe’s. In matrix form, we describe the loops by

W= (8% - U)

Z

[en)

+

-
1]

Z=Vv (V-1), (1.6)

where VT is a row vector and W etc., are column vectors, In terms of average

values

2=V VW =M, (1.7)
where M is the covariant matrix

= Avg [ve v\, .
Mij Avg ( ¥ j) (1.8)

[f S is a constant steering vector, U = -W/G and the loop is described by
* *
TW/G+ M+ 1/G) W=258, (1.9)

where 1 is the identity matrix. Equation (1.9) describes a set of N different
equations that describe the average response of the array weights W. The values
W depend upon the external noise (through M) and the control loop parameters (S",

G and "), The conventional approach is to solve (1.9) for W and then applyv these

W to the received arrav signals.
n




T A

-6 -

The covariance matrix M is fundamental to all APAR processing theory since
it describes the noise enviromment. The diagonal terms in M are a measure of the
power in each channel, whereas the off-diagonal elements of M describe the direc-
tion of arrival of the roise. The rate of convergence of (1.9) depends upon the
noise environment. The steady state solution to (1.9) is found with Q =0

(assuming G “~>» 1) to be
WM = S*. (1.10)

The desired weights W can then be found from § and M_l as

wo=MT1 sx, (1.11)

Equation (1,11) can be obtained by inverting the matrix M, and forming the indi-
cated vector/matrix product. Computation of M requires 2 N samples at the signal

frequency to vield acceptable statistics.

Various correlation loop processors exist, The maximum SNR circuit is the
most popular. It uses the Widrow least mean square circuit., It requires an

initial estimate for W, computation of the gradient at different surface points,

cte. until the minimum concave surface is obtained. The system in Fig. 1.2 uses
a tvpical Howells~Appelbaum loop in which the residue is fed back and correlated
with cach of the received signals. The filtered cutputs are proportional to the
gradient. When subtracted from the steering signal, they yield the adaptive weights.

A moditied random search technique with many variations also exist,

1.3 COHERENT OPTICAL CORRELATOR SYSTEM

[n the COC system, we compute the angular and temporal noise distrilution of
the far field antenna pattern using acousto optic correlators. A dedicated hard-

ware digital post processor can then compute the set of adaptive weights from the
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i

optically computed Nm(hm) noise power N of the various noise sources at angles
m
or N (~ ), t  (noise power versus angle and frequency distribution) patterns.
m m m
The details of this svstem and our recent rescarch on it are included in Chapter
Al

2. In this section, we highlight the svstem and algorithm concepts involved for

background purposes,

Since the basic concept by which we determine the power N and the location
m
angle n of each noise source is quite different {rom the conventional awproach,

we brietly review the svstem philosophy here.

We assume a phased arrav radar with N receiving c¢lements with parameters
eiven in Table 1.1, The signal S received at antenna element n is correlated
with a vetference sipnal (the central element n = N/2 of the array is used as the
reference rotor simplicity). We denote the total received signal at element n
due onlv to the noise source m at angle “6 bv fnm' The total received signal at

element n due to all N sources is then
f =11 . (1.12)

Vith respect to the reference clement r, the signal received at n can be

described by

M
f(t) = . f (t_, ) (1.13)
n m nm nm
where
i = k{r-n)d cos (1.14)
nm m
where k = 2-/%, ¥or a single noise source m at ﬁm’ the s. 1 received at elements

N/2 = r and n are the same; they are simply delaved in time byv am® With M noise
sources present, we simply sum over m to obtain the total signal fn received at

array element n,




TABLE 1.1 PHASED ARRAY RADAR NOTATION USED

Number Of Phased Array Elements

A Given Phased Array .lement

Received Signal At Element n

fn Due To A Source At Angle hm
Center-To-Center Separation Of Array Elements
Wavelength Of Radiation

Wave Number, k = 2-/2

Number Of Noise Sources

A Given Noise Source

Angle Of Noise Source m

Noise Source m At Angle ﬁm




Y

The time dependence of the received signals was explicitly included in

(1.13) to allow the delay in arrival time of the signal at two elements of the

array to be more conveniently written as ﬂnm' Of utmost importance is the fact
that the delay between elements r and n is also a function of the angle of inci-
dence ﬁm or the variable m of the noise source. This delay Tnm is known in ad-
vance (for a given array element n and direction “m), thus we know where to look

for a given channel n and angle “m.
The reference signal r sees the sum of M noise sources

fr(t) = frl(t) + fr2(t) + .. .+ er(t). (1.15)

At array element n, we find

fn(t) = frl(t—Ynl) + frz(t'Tnz) + .. .+ er(t—?nm). (1.16)

Fquations (1.15) and (1.16) express (1.13) and (1.14) in detail. The delay - depends
on the element n as well as the angle ©. The separate delays ;im and km Ar€ re-

lated by tim = K:k . For different array elements n, the delav between the signal
n )
received at successive array elements (due to a noise source at a fixed ') equals

the linear relationship shown.

The operations required on the reference array element fr are to correlate it
with all N other received signals fn. This is the operation we propose to optically
perform. We denote the correlation of the reference signal fr and all other N sig-

nals bv C where
Y tn

. = - . = + ... . -~ . .
Crn Crl(.t nl) * CrZ(t n2) * (rN(t nN) (.17

Fach of these correlations fr @ fl' fr f,, etc. contains manyv terms.

All cross terms are zero if the separate noise sources are assumed to be inde-

pendent or not coherent. The result of the correlation of all pairs of correla-
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tions for all m thus vield the autocorrelation of all M noise sources with each
correlation located at its respective T value. Since T is related to “m by (1.14),
the correlation of fr and all fn yields the desired information, the power and

angular distribution of all noise sources in the antenna's far field pattern, i,e.
}
. N {v 1.

In Fig. 1.3, we shown the general form for such a multi-channel correlation

output. Slit integration (with a specially-shaped detector or by post processing)

. can provide the desired output information. In Fig. l.4a, we show the output pattern
. from such a svstem in the form of Fig., 1.3. After slit integration, the pattern

of Fig. 1.4b results with two peaks at the correct spatial locations corresponding

to the angular locations of the two noise sources and with the amplitude of each

proportional to the power of the corresponding noise source.

N (element number)
‘\ source1 at O,

. . N L
v ,;’}\Jntaﬂq
N source M &t Om
~T (delay)
’ /./ S
N RO
t ,/ \\\ AN
5- . . LR
L ‘ ‘ \ ROk
' |
;: ' Figure 1.3 General form of the output of a multi-chapnel space integrating

correlator for APAR.
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“he details of this approach to APAR processing are described elsewhere
f2-%]. For review, we highlight how this correlator approach to APAR processing

relates te the more conventional techniques, In Fig. 1.3, the horizontal axis

is and the vertical axis is arrav element nmumber n.  The horizontal row of
M
spots at n = N in Fig. 1.3 represent the correlation f C) f... Since f_ = _ f
3 ! r N r m o rm
M
and fV = fVm are each composed of the sum of the signals received from the M
A n i

noise sources and since these M neise sources are independent, the location of the M
spots along the horizontal line at n = N occur at the 'rm values given by (1.14),
These locations are thus proportional to the M angles Lm of the M noise sources.

The intensitices of these M spots are proportional to the energies present in each

ol the M noise sources. These M spots of light are thus the M autocorrelations of
the M noise sources, cach located at t = “nm given by (1.14), and thus are propor-

tional to the " noise source angles.

We now show the equivalence of these optical and analvtical formulations. Re-
call that the signals received at array elements 1 to N are { and the portion of
n

{f due to a noise source at m is given by (1.12). For a fixed bm’ ecach element
n

n of the arrav sees the same signal f delaved in time bv a different amount
) ! m ) A

at each detector, i.e.,

{nm(t) = fm(t—'nm) (1.18)

where is seen to depend on the arrav element n and the angle " of the noise

source.  From (1.12) and (1.18), we can write the received signal at element n

as in (1.13) as the sum, over the M source angles, of the signals f received at
nm

array element m,

Flement (i,3) of the covariance matrix M is fifi or the average over time of

the product of the signals received at arrav elements i and j. We write this as
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I *
M., = f f, =7 f (t)f. (t)de. (1.19)
1] 1 ]
Substituting (1.13) into (1.19) we find (with im the zero reference)
M %
M,, =1 1 (t—?‘ ) f (t)dt. (1.20)
1]} m m 1m m

Without the :jm zero reference, we have

M *
Moo= f (c-:. ) £ (c-~. )dt
i m m im/ m jm

M 3 %
= f t—(.-'.) f (t)de
m m im jm m
=T ¢ () (1.21)
m m\ ij
where ~,. = -, - 7, ., Thus element (i,j) of M is the sum over M of the correla-
ij im jm
tions of the received signals evaluated at ‘ii.

For a fixed target angle ﬁm each element of the covariance matrix M is thus
the autocorrelation of the signal (due to that fixed m) at !im - :jm' Different
elements in M correspond to different arra§ elements and thus different = shifts.
For each source m, each row of M is the autocorrelation of that noise source for
all - and a given time. Thus M =M (i,t). As shown in (1.21) and noted above,
the covariance matrix M is equivalent to a correlation as used in (1.17) and Figs.
1.3-1,4. If we correlate the received signal at one element of the arrav with the

received signals at the other elements of the array we thus obtain (1.21) and thus

M. In the optical svstem, is continuous of course.

The above analvsis has shown that, when written in our correlation terms, the
conventional method of APAR processing is equivalent to ours. 1In Chapter 2, we
describe our recent resear-h approaches, algorithms and tecnniques to realize such

an APAR processor in real time with presently available A0 transducers.




1.4 ITERATIVE OPTICAL PROCESSOR (10P)_ CONCEPT

The busic 10P system is a vector/matrix multiplier (Fig, 1.5) in which the

input vector is an estimate of the adaptive weivhts W, and is realized as the out-
i

put from a linear arrav of LEDs. The matrix (1 - M) is a tfixed 2-D mask. Associ-
ated intermediate optics correctly imape Wi onto (I = My and | - M onto a linear

*
output detector to whose vutputs §  are added.  The resultant output

,__
=
it

Ni (I-M) + s* (1.22)

is a new estimate of W. It is fed back to the LED input and the vector/matrix

nultiplication is repeated until

W= W (1.23)
within some tolerance :. When this occurs, the resultant output

W=M"_ S (1.24)

is the desired solution of (1,23) for WO. This svstem and the associated iterative

algorithm used are discussed in more detail in [5,6] and in Chapter 3.

1.5 WAVELENGTH DIVERSITY PROCESSOR (WDP) CONCEPT

An important adjunct to the 10P system is the use of wavelength as an extra
input variable dimension. The resultant svstem is shown schematically in Fig. 1.6
and described in detail in Chapter 4. We refer to this system as a wavelength
diversity processor (WDP). As the input to such a system, we use three (or more)
linear arrays ot laser diodes (LDs). The output from cach laser diode uniformly
illuminates the corresponding row of the mask as in the TOP. The multi-color light
leaving the mask is then split into three or more original input colors by a grating.

The corresponding three vector-matrix prodects in the different wavelengths of light

T T T e Jﬂ’




are thus formed and collected under different corresponding output detectors.
Various alternate versions of this system have been developed and demonstrated
during the past vear. These and the new algorithms and operations possible on

such a WDP system are described in Chapter 4.
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CHAPTER 2 CORERENT OPTICAL CORRELATOR (COC)

2.1 INTRODUCTION

In this chapter we describe onr recent work on the new coherent optical {
correlator (COC) concept for APAR signal processing. As noted in Chapter 1,
the purpose of this COC system is to obtain an estimate of the far field noise
distribution Nm(“m) as a function of the intensity Nm and the angular location

~ of each source. In our new research, we have altered the original space inte-
m

nrating (S1) correlator system described in Chapter 1 to a time integrating (TI)
system ‘NSect. 2.2), This new system permits longer integration and correlation

times a.d “hus better noise field statistical estimates. We have also changed

the real time spatial light modulators (SLMs) used from 2-D transducers to 1-D
acousto optic (A0) cells. This was done because AO cells are more easily avail-
able than 2-D SLMs and becuause of their higher bandwidth and superior performance,
compared to other SIMs. The AO cells we fabricated during this past vear are
described in Sect. 2.3 topether with the initial tests we were able to perform on

these devices,

A new adjunct antenna concept for APAR processing on the COC svstem was formu-
lated (Sect, 2.4) and a digital simulator for this new COC system was written
(Sect. 2.5). A new hvbrid time and space integrating (TSl) AQ svstem architecture
was developed (Sect. 2.6) that extends the COC concept to wideband receivers and
wideband noise sources. This new TST svstem can compute both the angular (spatial)
and temporal (frequencv) distribution of the antenna's noise field pattern in parallel.
Use of this system can thus enable one to perform adaptivity in both time and space.

The two electronic support svstems (a computer-driven one and a hardware svstem)
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that we are assembling for the AO COC systems are described in Sect. 2.7. The
issue of quantization of the input data and performing complex correlations are
key features in the use of both systems. In Sect. 2.8, we present two new post-—
processing algorithms for the narrow-band and wide-band noise cases. The post- 1
processor is used to compute the adaptive weights from the spatial and temporal
field strength distribution of the noise field to be nulled. 1In Sect. 2.9, exper-

L iments on the A0 TI correlator for residue arithmetic operations are presented

) (residue arithmetic was one of the cundidate techniques for APAR that we studied
in vur earlier report [2]). Initial experimental simulations of the hybrid TSI
svstem were then performed (Sect. 2.10) with encouraging results that demonstrated

the basic concept. The status of the COC system is then summarized in Sect. 2.11,

. j 2.2 TIME INTEGRATING (TI) CORRELATOR CONCEPT

-; The prior COC systems we considered were space integrating correlators in
wvhich the correlation was performed by multiplication in the frequency domain
and the resultant correlation was displayed in space. For these systems, the

correlation of the two signals sy and S, was realized as

S Sy =} El S72* = R]Z(X)’ (2.1)

where capital letters represent the Fourier transforms of the corresponding space

functions. 1In Fig. 2.1, we show the schematic diagram of a time integrating corre-

i later [7]. This is the basic system architecture we propose for the COC processing
i of adaptive array data. This svstem realizes the correlation of s, and s, by inte-
i 1 2
S grating in the time domain, i.e.
s; @ s, = s (0) % (E-x) de = R,(X). (2.2)

t’
|
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The general description of the simplified system shown is quite direct. An
input source (such as a LED or LD) is time sequentially modulated with the received

signal s. from one antenna element., Thus the output from the LED as a function of

1

time is S (t). The output from this point source is expanded to uniformly illu-

minate an acousto optic (A0) cell fed with an input signal s_ (t). The transmittance

2
of the A0 cell is a function of time (t) and spatial location (x) is described by

S, (t-x/v). The light distribution leaving the AO cell is thus sy (t) s (t—;),

2
where ; = x/v and where v is the velocity of the acoustic wave in the cell. For
simplicityv, we set v = 1 to simplify the associated mathematics. The A0 cell is then
imaged onto the output plane where a time integrating detector is placed. This forms
the integral of the product of these two signals in time. The resultant integration

is the desired correlation in (2.2). 1t is displaved in space X at the output plane.
The immediate attractiveness of this optical signal processor for the adaptive radar
problem is that long integration times or equivalently long duration signals of large
time bandwidth product can be correlated. "This system has a low range delay search
window (equal to the aperture time, or transit time, T of the signal across the acousto
optic cell), However, this is the exact case that occurs in adaptive radar processing

(low range windows and long integration times). Thus this basic correlator archi-

tecture appears most appropriate for the adaptive algorithm required.

The system of Fig. 2.1 can easily be extended to a multi-channel time inte-
grating (TI) correlator as shown in Fig. 2.2 by replacing the input light source
with a linear array of LEDs or LDs. The resultant output plane pattern now con-
tains N 1-D correlations of the reference signal s, with all N other received
antenna signals. This output pattern is the dual of the one obtained in our
original COC system described in Chapter 1. However, no 2-D SLMs are required in
this system and it provides longer integration times and hence better noise estima-

tion than the space integrating system.

P

R




- 21 -
AO Integrating
Cell Detectors
3 B 2

LED

g, (t) ‘

1 4 £ |

s »
2(8) Ry, (0 = [ 5;(8) §,(t-x) de
Figure 2.1 Time integratine correlator.
9'_ ™
Sl(t) / /
e b >
EDEROLS
- - n
-
P>
s (t) | ]
Le s £
Array AO - Integrating

S:(t) Cell Detector
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2.3 ACOLSTO-OPTIC (A0) CELLS

Considerable time was required to complete fabrication of the A0 cells to
be used. Much time was also necessary to adequately test the cells. This fea-
ture is often ignored in assembly of a system, Since the cell's specifications
directly aftect the performance of the system and provide necessary data for new
improved cell fabrication, such a test program should be completed in the next

phase of this pregram. All AO cell fabrication, polishing and transducer bondire
was performed by Westinghouse Corporation (Pittsburgh).
The structure of the A0 cells fabricated is showr in Fig. 2.3. Two cells

were produced: 30 mm long, 33 mm high and 6 mm thick (see Fig. 2.4). The AO

cells consisted of a LNB transducer bonded to the TeOZ AO material.

2
Two LNB transducers about 6 x 14 mm~ were bonded to the right face and con-
-2
nected in series as shown. An 8.3 x 10 = mm thick x-cut LNB crystal is used.
The c¢rystal thickness was chosen to vield the desired center frequency fO [8] of

operation from t = VS/Zf = 6.6 x 105/2(4 X 107). The light wavelength used

0

effects the center frequency and bandwidth of the TeO2 AO material used as shown

in Fig. 2.5. We selected a light source of 633 nm (corresponding to the HeNe
laser line) and thus a center frequency of about 40 MHz and a bandwidth of about

20 MHz or more (before matching).

ToO2 was selected because of its good optical quality, ready availabilitv

in large size and its low optical and acoustic attenuation [8]. TeO2 has a high

p

-
2%}

figure of merit relating diffraction efficiency i, acoustic power Pa’ height

of the acoustic beam H and interaction length L by [8]

~ 2 -1 5 -
" > M2 )0 H LPa. (2.3)

For TeO,_,, M, = 795 compared to M

2 My 5 = 1 for quartz. Bandwidth is another parameter

. . . 2 .
of concern in A0 cells. A second figure of merit M, = M, "V describes the band-

e
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it
width BW performance of the cell, since BW = nv™, Te()2 offers an M = 13,1 versus

Ml = 1.0 for quartz. Other materials such as ASZSe3 have higher M1 = 204 but are
not available commercially. Recent work may change this condition, but moreso

ASWSCB is of nse onlv in the IR region (0.9-11 yim).

A slow shear TeO2 crystal was thus selected. 1ts acoustic attenuation in this
)
mode is 16 dB/usec Hz . This is larger than the value obtainable with other materi-
. 2
als, but it is much lower (better) than for ASZSe3 (27.5 dB/.sec-Hz"). For ouv~

cell, this parameter is thus negligible since

-2.2 2
(16) (50 usec) (4 x 10 ) GHz® = 1,28 dp

or less than a 10% loss in acoustic power across the length of the line. Few

other materials (besides KRS-5) allow operation in visible light with good optical
qualitv (KRS-5 is quite soft and thus exhibits poor optical quality). Present

technologi.al capability thus dictates the use of TeO2
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The design and selection of the cells were completed early in month 2, The
TeO2 material, obtained from Crystal Technology, Incorporated, arrived in month 6.
The optical faces of the cells were then polished at Westinghouse Corporation.
Interferograms were made and polishing was repeated until the two large 30 x 30 mm2
faces were flat to A/2 over the central 70% of the area. The transducer surface face
was then polished to A/2. Gold chrome electrodes were deposited on the TeO2 side
of the LNB and the LNB was then cut to the desired size and bonded to the crystal
with epoxy and then lapped from its original 0.010" thickness to its final thickness

of 3.3 mils.

The epoxy is first mixed to low velocity to allow a 1000 Z thick layer to be
deposited, Small droplets of epoxy are then deposited over the surface (in a clean
room) to produc= 750 gm/cm2 deposition and baking at 50°C for 24 hours and cooling
at room temperature for elght hours were used. The top Gold electrodes were then
deposited and wires were borided to the top edges of the LNB to obtain the series
connection shown in Fig. 2.3. The bottom electrode (Fig. 2.3) is deposited to the
Te0, before the epoxy bond is applied. These steps were completed in months 7 and

2

8 at which time the cells were now ready feor initial tests.

Initial AO cell tests were performed in month 9. These included initial verifi-
cation that diffraction occurred, a recheck of the cell's optical quality, and point
laser tests of the integrity and uniformity of the LNB bond. These latter fre-
quency response plots are necessary to design the impedance matching network. These
tests consisted of illuminating the device quite close to the LNB with a point laser
beam, For different positions of the laser beam, the frequency of the input signal

was varied and the first order diffracted light intensity versus input frequency was

measured. (A single photo diode was used and moved to different positions correspond-



P
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ing to the different diffracted angles for the different input frequencies),
After correctly matching cables and cable lengths, the test was repeated with

a swept input frequency (20-60 MHz) and the first order diffracted pattern was
detected on a reticon linear detector array. The input anple ot illumination
of the laser light was chosen to vield the flattest spectrum for the transducer-

cell combination design.

The first cell had a nice response but with low bandwidth (Fig. 2.6a).
The second cell had an anomily in the response above 50 MHz and a larcse but non-uniform
bandwidth. By varving the laser illumination angle and by proper design of the
impedance matching network, we can reduce the central peak response and increase
the sidelobe levels. The non-uniform response peaks above 50 MHz do not concern

us since we will operate the device at 35-40 MHz with a 10-20 MHz bandwidth.

We now consider the design of the impedance matching network. This absorbed
most of our month 10 A0 cell resecarch. The objective was to design a RLC model
of the AOQ device (transducer and cell) and to include the appropriate RLC impedance
matcehing network to match the frequencvy response impedance data on the svstem. A
parallel model vielded poor results, with a fairlv constant C 70~-80 pF value but
with a large R range { 500-50 ohms) from 25-45 MHz. This larpge R range
wonld make it difficult to couple input power to the cell and would result in re-
tlected or standing waves., A series model was used and gave better results with:
Ro= 15,6 ohms, C =71 pF at 25 MHz; R = 18.7, ¢ = 94 pF at 40 MHz; and' R =
21 ohms, Co= 126 pl” at 45 MHz. A smaller R ranpge but an unacceptably large
C orange occurrod. Tt was thus determined to cancel the capacitive reactance of the
svstem (05 ohims) at 35 MHz with an 0,25 50 inductor in series with the cell

and thus increase the respense ot the cell at this frequency and at its sidelobes.
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: In Fig.. 2.6a and 2.6b, we¢ show the frequencyv response of the first AU cell
before .ind after impedance matching. In Fig. 2.6a, we see a resonance peak at
fc = 47 Miz, with a quite low £ Miz bandwidtl:. In Fig. 2.6b, the impedance
matching network is seen to give a much better response with a center rvrequency

of 31 MHz and a 3 dB bandwidth of 18 MHz extending from 22-%0 MHz., Similar per-

formance was obtained for the second cell.

In month 11, further initial tests ware performed on the device including the -
measurement of near field point laser beam probing at three vertical locations
(center, top and bottom of the 33 mm cell dimension and at 2 mm, 12 mm and 24 mm
from the LNB transducer). This data provides necessary A0 field strength informa-
tion from which the usable vertical cell size and the specific vertical portion of
the cell to use (from unitormity and/or diffraction efficiency @ considerations) emerges.
The strongest acoustic field (and the largest 1 by 50%) occurred along the center
of the cell. This uneven acoustic field restricts the vertical aperture of use to

approximately 1 cm or less in the center of the cell.

In month 12, with the integrity of the optical polish anu transducer bond
verified, the AD cells were returned to Westinghouse to h..ve an absorption wedge
ground onto the left edge of the cell as shown in Fig. 2.4. The angle at the far
end of the cell should be chosen to cause reflected waves to diffract back at
different angles and in different directions than the original acoustic wave. Ap
angle of 22° degrees was chosen {as a compromise between not decreasing the cell'’s

usable width, not damaging the crystal, and vet producing large angular and direc-

tional differences in the reflected waves).

The completed cells arrived just as the present contract period ended and thus

only several preliminary final tests were possihble. These were conducted after the
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final contract date and are included for completeness. The interferogram for cell
1 was repeated and its optical quality was found to be }/2 over the central 807 of
its area, Scatter level measurements of the bulk properties of the unit showed i
about a 30 dB scatter level measured at first order. New fre-
quency response data obtained on cell 1 verified an fc = 31 MHz, a 3 dB bandwidth
of 18 MHz from 22 MHz to 40 MHz, Unless reflections were very large, we would not
expect the fc and the bandwidth of the cells to change. This was verified by the
new data above. A reasonable 11 = 207 was ohtained with 0,5 watt of input electrical
L power at 31 MHz, Complete tests of n versus f for different input electrical
power, input light angle and vertical beam position will be done in a latter
phase of this work. Care must be taken not to burn out the cell with large

input power. 0.1 watt appears to allow the present cells to perform adequatelv.

A second AO cell was similarly tested with an 0.25 uH inductor in series.

[ts center frequency (27 MHz) and 3 dB bandwidth (14 MHz, from 20 MHz to 34 MHz)

Pl

were acceptable and compatible with the intended svstem.

Point prube testing of both cells (or Schlierc: inaging of the acoustic
wave) were repeated and n versus f was measured as a function ¢f cell position
(vertical and horizontal). A 15 mm cell region in the center was chosen for
use because it demonstrated the maximum uniformity and maximum r.. Bv measuring
the frequency response of the cell for different input powers, the linear
, operating region of cells | and 2 were found to be 0.02 watts to 0.2 watts,

We will thus operate cells 1 and 2 over this input power range.

> Because of the strong near field effect observed (variation in the intensity

|
|

of the acoustic interaction versus cell positicn), no cell phase response measure-
ments of the AO transducer could be made at present. The final operating specifi-
cations for the A0 cells are summarized in Table 2.1, Thev appear quite adequate

for the intended COC svstem for APAR.




TABLE 2.1

Parameter
Time Aperture (Used)
Center Frequency
Bandwidth
Time Bandwidth Product
Optical Quality
Scatter Level

Dittraction Efficiencv

Input Power

A0 CELL SPECIFICATIONS

Cell 1

30 usec

31 MHz

18 MHz

0.1 Watt

Cell 2
30 usec

27 MHz

14 MH=z

30 dB

[~
o]
™~

0.1 watt
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In the operation of the Tl correlator of Fig., 2.1 and its modified forms

(Sect. 2.6), care must be taken to match the center frequencies f, and f, of

2
S the input source and the A0 cell. TIn our initial experiments, we will use a

point source AO modulator in place of the LED., 1f fl # fz, the TI correlator

output has a difference term

< a Sl(t) sz(t—r) cos (2mAfr)dt

-
- and 4 osum term
k1
o
! T (t) s, (t-1) 2r (£, + £.)de
S s, (t-1) cos w .
. 1Y S 17 R
N
;_i If the 't or fl + f{, is greater than the bandwidth of $1 Sy» then the integral
approaches zero since integration of an even function for a time much greater
k..
. than its per.od is zero. The sum term above will always be zero and we must ad-
just , to equal f, and thus decrease .if to less than 0.1 of the bandwidth of $1 S,
1 <
or else electronic detection and external integration are necessary. We will thus
operate the A0 cells slightly off from their central resonance frequencies to ensure
"f = 0 and that the cosine term in the difference term above approaches 1.
i
f
A
-

i
i
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2.4 ADJUNCT ANTENNA CONCEPT

The initial COC concept advanced in [2] and highlighted in Chapter 1 used
correlations to obtain the angular location of the target. This operation re-
quires correlation measurcments to determine the relative time delays line-to-
line between received elements of the phased array. A numerical analysis of
the AO cell requirements for such a system were conducted. We assumed a con-
servative radar center frequency of 1 GHz (corresponding to a >R = 0.3 m) and
a linearly spaced phased array with spacing d = »/2 = 0.15 m between
elements. For a target at an angle * = 600, the relative time delav between

adjacent elements is thus

i (d/¢) sin = 0.433 nsec. (2.4)

If an AO cell with 1 ;sec aperture time (and 1~2 GHz bandwidth) were used, re-
solving the time delav in (2.4) would roqgire an A0 cell TBWP of 1 usec/0.4133
nsec 2300, Such A0 cell specifications [9] are possible but require quite
extensive and sophisticated A0 cell fabrication ad more extensive support elec-
tronics (with 1-2 GHz bandwidth). Such efforts were bevond the scope of our
present research and the multi-channel svstem required to process such data is

more complex than our simpler 2 channel svstem.

For these reasons, we chose to consider use of A0 cells with larger time
apertures (e.g. 40-50 ;sec), lower bandwidths (10-20 MHz), but with comparable
TBWP 1000). To use such A0 devices for the given APAR problem, we must in-
crease the time delav to be resolved element-to-element in the phased arrav bv
the A0 correlator. This resulted in the new svstem concept of an adjunct antenna
(with one element widely spaced bv manv wavelengths from the main phased arrav).

Fig. 2.7 shows the associated adjunct antenna svstem concept.
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Figure 2.7 Adjunct dntenna concept.,

Assuming a 20 MHz bandwidth AO cell with a 50 usec aperture time (approximately
equivalent to the performance of our AO cells) with a TBWP of 1000, the minimum time ?
resolution possible is 50 usec/1000 = 50 nsec. To realize such a time delay, we must
increase the spacing d between adjacent antenna elements (i.e. in this case the spac~

ing between the phased array and the adjunct omci antenna in Fig. 2.7). The time de~

lav ¢ in (2.4) can be rewritten in units of radians as
T = (27d/?) sin G, (2.3)
4
The antenna spacing d required to vield a © = 50 nsec for a target at & = 600
(sin ~ = 0.866) is
d = ¢/sin # = 17.3 m = 57.6 » at f = 1 GHz. (2.6)

If the input signal is heterodyned to a center frequency fc = 40 MHz or » = 7.5 m
(corresponding to the center frequency of our A0 cell, a normal phased array antenna
requires d = /2 = 3,75 m spacing at an associated TBWP of 50,000/10.8 = 4629. Since
this is beyond the scope of presently available A0 cells, we consider the use of a

adjunct antenna with spacing

d =
min

cf/sin = (50 X 10_9) (¥ X 108)/0.866 =2,33% =173 m. (2.7)
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This antenna element spacing is quite realistic and is compatible with the

TBWP = 1000 obtainable directly with current AO technology.

This adjunct antenna system thus appears capable of resolving the necessary
50 nsec minimum time delays (between the signals received at the phased array and
: the adjunct antenna element) within the TBWP = 1000 and the 40 MHz heterodyne cen-
ter frequency of the available A0 cells. As we shall see later, processing of the
é . data from such a system requires only a 2 element or 2 channel processor rather than

i a n channel system (Sect. 2.6).
, 2.5 COC SIMULATOR

T Analysis of the COC processor (Sect. 2.2) and the adjunct antenna concept
(Sect. 2.4) were best facilitated by simulation., The signals received at one
element of a phased array is the sum of N different noise sources at angles ﬁm’
range delays T frequencies fm and bandwidths Bm' Generation of such composite
! signals for one or more receiving antenna elements is quite complex considering

the multitude of possible noise source parameters.

A COC simulator for APAR was developed with all the necessary features to
. permit study of advanced phased array systems with space and time diversityv. The
currentlv operational simulator can handle 20 adaptive elements (determined bv
specifying the variable RN). The number of noise sources, their locations and
their frequencies are controlled by the simulation parameters RNO, XSOUR, and XFREQ.
Similarly, the antenna element spacing is tagken to be /2, but can easily
1 be altered within the program (in practice this is done most simplv by varving the
frequency and hence the wavelength of the input signal). The power levels of the
‘ different noise sources are taken to be unity unless otherwise specified. We can

also produce random uncorrelated received signals as are necessaryv in practice bv

using different phases for different received sinewaves. This can be used to repre-




sent uncertainty in the synchronization of different noise sources as well as

producing noise sources with different degrees of coherence.

Let us first consider the case of sine wave signals, since these represent
the simplest type of received signal., In this case, the time delay 7 between

adjacent antenna elements is easily expressed by including a simple phase differ-

ence
& = 20f (2.8)

in the received signals. For each frequency, the necessary received signals at
different array elements can thus be described by introducing ¢ in (2.8). In our
Fortran program, we vary the sampling rate of the input signal to represent differ-
ent receivers. To verify the fidelity of such monofrequency signals, we take their

FFT and observe that it has a non zero value at only one frequency.

To model unccrrelated noise sources, we introduce a small frequency deviation

Sf from f such that

Tf = +n (2.9)
where n is an integer and T is the total signal duration. The associated Fortran

program is listed in Table 2.2,

In Fig. 2.8, we shown a pseudo isometric display of the received signals at
the N elements of the phased array with time and antenna element ..s independent
variables (horizontally and vertically). 1In this example, 11 independent receiving
clements are assumed with a single noise source of amplitude 0.7 at 300 with inte-
gration over 500 signal points emploved. As seen, different sine
wive noise sources align along lines at angles corresponding to “m of the source.
The integration along these lines gives fine peak location accuracy as noted in

Chapter 1.
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TABLE 2.2 (Continued)
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To describe wide-band noise sources or noisc sources with a given bandwidth,
our simulator emplovs LFM signals, since their center frequency and bandwidth can
easily be controlled and since their correlation is well predictable. Such signals
are most necessary in determining the performance of a APAR system with wide-band
signals and wide-lLand receivers with known deterministic outputs. The Fortran
program for this is listed in Table 2.3. 1t is capable of generating all necessary
received signals from multiple sources, cach characterized by a different LFM
sequence and each with a different center frequency and bandwidth., The initial

phase and hence the coherence of the different noise sources can be controlled by

randomizing the phase of the different signals. The program parameters XFREQ,

NRATE, AMPL and NOsamples determine the parameters of the LFM signal. The

LFM waveform produced with XFREQ = 1.0, XRATE = 0.1, AMPL = 1.0 and NO samples

10.23 J

is shown in Fig. 2.9 and is seen to be of the desired form.

For such a wide-band signal, time delays between corresponding received ele-
ments cannot be represented as simple phase shifts since a given time delay can
correspond to different phase delays at different frequencies. Thus, for a given
array with element spacing d, @ is fixed and in our routine we simulate delaved

signals by constructing the corresponding signal and shifting it in the time domain.

To more correctly model true APAR noise sources, random signal sequences with
controlled statistical properties rather than the deterministic sine wave and LFM
signals considered thusfar are necessary. To describe such noise sources, we
specity their amplitude probability densitv functions and the average signal power
(variance) and we characterize their frequency response bv their power spectrum. We
select the Gaussian PDF as an appropriate choice because it is easilyv mathematically
modelled and because it represents many possible and realistic noise scenarios,

Central limit theorem [10] considerations casilyv verify the appropriateness of such
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a model. Various noise source spectra such as white noise can be generated
by various digital filters (separate routines exist for this [2]) to produce noise

sources of any desired bandwidth.

The Fortran program in Table 2.4 produces the APAR required signals for
two Gaussian noise sources, It uses the library function RAN from the DEC
operating svstem. This routine generates random numbers uniformly distributed
between 0.0 and 1.0 that are then used to generate a Gaussian random variable
sequence as in [11]). The program parameters: RN (number of receiving elements),
RNO (number of noise sources), and XSOUR (angular location of the noise sources)
are used to control the signal produced. The probability density of the data
produced by this routine was verified by generating 10,000 samples of Gaussian
noise and inspecting the histogram of the samples to verifv its Gaussian shape.
With 687 of the samples found to lie between + 0.40 out of the full + 1.0 range
the data also has the desired standard leviation * = 0.40. The fidelity of this
random data i3 also verified by averaging the FFT of many sampled realizations to
decrease the estimation variance. A smooth ond flat spectrum resulted from this
experiment. However, for white random noise, observing that its autocorrelation
is a delta tunction is a simpler test. To vary the bandwidth of such white random
neise, digital Tilters using Butterworth polvnomials and bilinear transformations

are used as explained in (2],

These new routines, combined with those in [2] now enable us te produce mono,
LM and random sivnals whose frequency, bandwidth, number, duration, delav and
nutual coherence can be independently varied. Thev now include multiple signals
that are adaptive in space and time.  These signals tvpify the tyvpe of data to be
cipected at the receivinge celements of a phased arrav and adjunct antenna and will
be the ones used in the COC and TEH AD svstems both for simalation and in the computer

driven electronic hardware support svstem,
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2.6 HYBRID TIME AND SPACE INTEGRATING (TSI) APAR PROCESSOR

The basic A0 TI correlator was shown in Fig. 2.1 aand a uulti-channel svstem
in Fig. 2.2, Thev are described in Sect. 2.2, 1In this section, we consider a
new AQ processor that can provide both the angular and temporal noise distribution
Nm(ﬂm’ fm) of the antenna's far-field noise pattern. This is necessarv when wide-
band noise sources and/or wide-band receivers are emploved and is necessarv to
produce a APAR system with adaptivity in both angle and time (i.e. space and fre-

quency).

We concentrate on the adjunct antenna system (Sect. 2.4) for the reasons
described earlier, i.e. it allows the necessary target angles to be resolved bv

~

correlation. Only a 2 channel processor (e.g. Fig. 2.1) is thus necessaryv with

one signal being the received signal from the adjunct antenna and the second
signal being the received signal at the central reference element of the main N
| element phased array. If a multi-channel svstem were used (e.g. Fig. 2.2) in
which the N phased array received signals were correlated with the reference
adjunct antenna element, it would not be possible to resolve the locations of the
: correlation peaks on the different output channels as noted in Sect. 2.4, Since

no added resolvable infeormation is obtained from the different channels, onlv tvo

are use-l.

We now consider how to use the Tl svstem of Fig., 2.1 in the adjunct antenna
phased arrav scenario and how to modify it to produce both angle and frequency

information on the antenna’s far-field noise pattern. The case of a single wide-band

noise source simultaneously generating multiple discrete frequencies is considered
first because of the notational and conceptual simplicitv it provides. The APAR

[}
) . . )
‘ problem is thus effectivelv reduced to a 2 antenna clement case (with a large
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d +/2 spacing between antenna elements). The two received signals are described ;
by

sq(t) = s(t=-7/2) (2.10a)

sb(t) = g(t+1/2), (2.10b)

where the time delay (in seconds) between the two received signals is
1 = (d/¢) sin . (2.11)

Note that ¢ is the velocity of propagation of the radiation and that T is indepen-
dent of the frequency of the radiation and hence the frequency distribution of the

nuise sources and depends only on the angle - at which the noise sources are located, 1

The basic concept used in the TSI processor is to produce frequency filtered
versions of the received signal s(t) with different bandpass center frequencies ]
and to correlate these with the original signal s(t). Since the correlation peak
value is proportional to the energy of the signal, we can thus determine the amount
of signal energy in different frequency bands. [Although similar information can
be vbtained from a simple Fourier transform of s(t), this will not work when s(t)
contains multiple signals at different angles, cach with a different bandwidth and
trequency distribution]. This concept is shown in block diagram form in Fig. 2.10
where N + 1 correlations are produced: N correlations Rl—RN of the narrow-band
tiltered signals 8175, (with band pass filters h —hN) with the wide-band reference

17N 1

signal s(t=-/2) and the correlation R,r of the wide-band signals s, and s

b
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Figure 2,10 Simplified block diagram of a two-channel adjunct antenna TSI

processor,

The peak values of R.-R_ denote the energy contained in the N frequency bands

1 X

chosen of the wide-band signal s. 1f we increase the number of filters N, we in-
crease the frequency resolution. However, increasing N, decreases the width of

the hn filters, thus producing weaker and .much wider output correlations, hence
making correlation plane detection more difficult. A compromise in N (large N for
resolution and small N for accurate detection) is necessarv, The choice of N depen s
on the signal bandwidth, the detector sensitivity, the integration time and the
number of adaptive weights available. Since there is no need to estimate the fre-
quency and angular resolution of the far-field noise to a resolution better than

that for which the radar can cancel and adapt; the number of adaptive weights avail-

able also determine the choice of N.

The output RT from the top channel is the wide~band correlation of the wide-
band signals s, and Sy This output will have a much narrower correlation peak

width than the other N correlations and is thus used to determine the target's

angle %m; whereas the other N correlations provide information on the frequency

distribution of the noise at different angles.
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To realize the processing depicted in Fig. 2.10, an A0 TI correlator is used.
The block diagram of such a system is shown in Fig. 2,11. In this system, shifted
versions of Sy are produced by a AO cell. Different band pass filtered versious

of s, are produced bv frequency plane filtering (BP filts) and correlation is
achieved by multiplying (X) the shifted signals and time integrating (T1) the prod-

ucts on an output detector.

A schematic diagram of the AO hybrid TSI correlator is shown in Fig. 2.12.
This AO architecture combines the best features of the SI and the TI AO correlators
into a new hybrid architecture. This syvstem uses only one real-time 1-D trans-
ducer (AO cell), a time sequentially modulated LED light source (or a point AO

modulator) and a fixed mask. The received signal sa(t) is used to time sequentially

modulate the output from a LED light source, whose output is expanded to uniformly
illuminate an AO cell at P2. The AO cell is fed with the signal sb(t). With sa

and s, as in (2.10), the light distribution leaving PZ is

uz(X,y,t) = s(t=-1/2)s(t+1/2-x)"1y), (2.12)

where the AO cell produces the continuous shift x and the *{y) function notes that

this is the pattern at v = 0,

Lens L1 produces the 2-D Fourier transform of (2.12) and incident on P3 we

find

U'i('x"y’t) = S(t—'/Z)S(.x)expE.x(t+‘/2] s (2.13)

where the first term is not atfected since it is not a funcrion of x and v, where
S(. \ denotes the Fourier transform of s(t) and where the pattern is independent of
X

v, {.c. the same distribution in (2.13) is present on all vertical lines.
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g

At PS’ we see that each vertical line passes a different spatial frequency
part of uy due to the apertures located at different horizontal positions on

each line of the mask. We describe the licht leaving the n~th line at P3 by

L = A - o] /
' Llj(t.;x,n,t) uBRhCT(Ax ‘n), (2.14)

where the RECT function describes the band pass filter at P3 and “n is the center

frequency of the n—th channel of this band pass filter mask.

"-- 'y . . . - v
.“: Lenses L, image P3 onto P, in the vertical direction and produce the Fourier
< &4

L 2
; . transtorm of u% in the horizontal direction along e The light distribution
) X
% 1 incident on P, is E
A d
Py
L ! / /2

u, {1 ,n,t] = s(t-"/2)s [t+ /2= 2015
- o(om (t= 12)s at )
VfJ .

where s, denotes the n-th narrow-band filtered version of s(t) and .x is the spatial
i‘ shift variable. The detector at P, time integrates the light distribution in (2.15)
'3 4
tor T seconds and produces the correlation output
}
) ( T
1] [ -
{1 o, )= (1/T) /', s(t-"/2)s (t+1 2~7 )dt
4x,)</)0</>n /2=

4

i

st) ® s (1) = Rn('x). (2.16)

The top row of the filter mask at P3 is transparent and thus along the top

k line in P& we find the wide~band correlation of the wide-band unfiltered signals
s_and s
a < %
: N 2
s R. = (1/T) .7 s(t=1/2)s{t+7/2=1_|dt, (2.17)
} I b3
b 0
i
" ; Thus, as before, RT provides narruww correlation peak widths and thus good time
!. 1 delay - = m OF angle rescolution " of the target, whereas the Rn correlations
) contain the necessary frequency distribution information on the target. We discuss

these svstems later in Sect, 2.10 and for now note that the narrow-band and wide-
band sivnal correlations must be considered in an APAR adaptive in both space and

- time.




2.7 ELECTRONIC SUi'PORT SYSTEM

In this section, we describe the two electronic support systems being assembled
to provide the necessary drive and svnchronization for the COC APAR correlators. We
refer to the two systems as computer-driven and hardware electronic-~support svstems
respectivelv. Since the received signal at one element of a phased array is the sum
of the signals from N different noise sources each of which can be at a different
angle, range, strength, center frequency and bandwidth, a single received signal is
quite complex. Since each of its constituent component subsignals (from the differ-
ent individual noise sources) changes with the noise source scenario and with the
antenna spacings, producing the diffevent received signals for each case is in it-
self a major effort. We intend to use a combination of simulation and experimentation
(with the two electronic support svstems) to conduct our APAR study. In this section,
we consider the different electronic suppert svstems, the advantages and disadvantages
of each, the design and performance of each. An overview of both techniques is

given to convey the key points of the diverse signal generation concepts.

In the computer-driven system, the two received signals are digitallv computed
using the simulator (Sect, 2.5) and their time histories are produced, stored in a
digital file and recorded on tape. This magnetic tape is then brought from the main
computer facility to our own dedicated PDP-11 where it is loaded into our tape file
and then placed in the large 2 M-bit on-line memoryv peripheral available on our sys-
tem. The signals are then read from this memorv as base band data, D/A converted,
up-converted to the center frequency of the AD cells by heterodyning with an oscilla-
tor using two mixers. Bias is then added through T splitters, the signals are then
attenuated (ATT) to bring them to the proper range for the final power amplifier
(AMP) to drive the point source (LED or A0 modulator) and the A0 line itself. This

svstem is shown in block diagram form in Fig., 2.13,
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Figure 2.13 Block diagram of the computer driven electronic support svstem.

In the hardware system (Fig, 2.14), separate noise generators (NG) are used
(one for each noise source). The bandwidth and amplitude of each can be controlled
directlyv on the generators. Delayv lines are used to delav and band pass filter cach
signal. Separate oscillators enable the center frequency of each noise source to
be independently controlled. The signals from the different noise sources with the
proper delavs and bandwidths and center frequencies are then combined and fed to
the standard T, ATT, AMP circuits to provide input signals of the necessarv power

and linearity for the point modulator on the A0 lines.

From the above two paragraphs, the basic advantages and disadvantages of the
two techniques should be apparent. The computer=driven svstem is capable of pro-
ducing essentially any type of signal and is thus much more flexible than the hard-

ware svstem. It also offers a larger range of delavs than one can achieve with
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hardware delay lines, probably better synchronization, and moreso the abilitv to
accurately repeat long (32 msec) duration signals. This svstem is more complex
in the sense that it requires operation of the entire PDP-11 system and its
peripherals, but moreso the dynamic range and bandwidth of the data it can pro-
duce are severely limited by the speed and size of the on-line memory. Conversely,
the hardware support system is severelv limited in the flexibility of the signals
and delayvs it can produce, but the svstem is more directly controlable and can
produce larger dynamic range data. The bandwidth and duration of the signals

can be longer in the hardware system, but random signals cannot be accurately
repeated on this system. Inclusion of LFM, PRN and other deterministic signal
sources in the system is possible and would improve its performance at the cost
of addition expense and complexitv., Both signal generation electronic support

svstems are thus seen to be wutually compatible and of use for different cases.,

Let us now first quantify the performance of the computer-driven system. The
on-line memory is the major limitation in this system. It is a 2-M~bit memory,
normally configured as 512 x 512 x 8-bits. Its entire contents can be randomly
accessed in 30 msec. Serial mode rcad out is normally used with one 8-bit word
accessed about every 100 nsec. Thus, the minimum delay increment possible is
itmin = 100 nsec and delay increments in multiples of this are possible (there is
no point in delays greater than 0.5 times the duration of the A0 cell, or in our

case 25 nsec). Similarly, signal durations up to 30 msec {(and approximatelyv 250,000

samples) are possible and they can be accurately repeated bv recveling the memory,

The bandwidth and dynamic range of the data from this svstem are its major
limitations., With one 8-bit output word everyv 100 nsec, the signal bandwidth
possible is 10 MHz (base band) or 20 MHz DSB., Two signals arce necessary s and S

{ Y

[{ these are real, then 4-bit words (16 grav levels) can be used for each, with

four of the eight output bits at each sample corresponding to one 4-hit sample o1

Do o

) AR
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each signal., This is the situation shown by the two memory ports in Fig. 2.14,
1f complex~valued data is to be processed, then two signals (real and imaginary
are necessary for each waveform and four output signals must be obtained from
cach 8-bit output word from the memory (i,e. 2-bit or four level accuracyv is
possible). If less bandwidth is acceptable, 256 level or 8-bit samples can be
obtained at 5 MHz by assigning cach alternate output word to be 2 sample of a

ditferent signal.

These specifications are quite compatible with the available A0 cell and the
intended COC TSI APAR processor. Moreso, a separate analvsis has been performed by
us that indicates that 2-4 bit quantization of random signal data does not apprecia-
bly eftect the SNR of the resultant correlation, even when reasonable input noise
is present [l2]. Thus, this computer-driven system is quite attractive for the
intended application. It is clearly the most flexible svstem capable of providing

the widest range of waveforms and delays.

It is possible to extend both electronic support svstems to provide the neces-
sary input signals for complex-correlations. To achieve this, four signals are
necessary from the memory, each pair is quadrature modulated and fed to the point
modulator and the AO cell respectively. Although complex correlations vield 3 dB
more SNR than do real correlations, in many adaptive radars, the phase of the input
signal might not be preserved with heterodyning and thus complex correlation would
not be of use. In practice, one can achieve complex correlation bv inputing differ-
ent signals and cveling the system twice and adding the separate outputs electroni-
callvwith quadrature detection. Thus, complex correlations can be performed on the
existing system with added complexity. Since the central point and purpose
of the €COC correlator can be proven without complex correlations, we have elected

to perform real rather than complex operations on this system.

PO S




The computer~driven electronic support system is nearly operational. Addi-
tional funds are necessary for a new operating disc svstem and for redesign of the
sync board to suppress horizontal and vertical blanking pulses during fly back.

These are expected within several months. Increasing the bandwidth of the memory

to 20 MHz is possible but would require extensive rewiring (twisted pairs) and
additional high bandwidth clock, driver and receiver circuits plus higher frequency
D/A converters. These improvements are possible but again are not necessary to

prove the feasibility of the COC concept. All of the associated mixers, T connectors
oscillators and amplifiers have been unified and are common to both electronic

support systems.

For the above reasons, for near-term experiments on the COC APAR radar pro-
cessors we will use the hard wired electronic support system of Fig. 2,14. The
use of real not complex correlations is quite attractive for the hardware svstem
since absolute synchronization of the real and imaginary parts of the signal are
not needed then. The range of the delays possible in the hardware system is less
than in the computer-driven one (400 nsec¢ minimum), but this is still quite accept-
able for APAKk applications. By varying the delav line taps, incremental delavs
in units of 400 nsec can be realized. At 400 nsec, the clock to the delay line
permits a maximum signal bandwidth of 2,5 MHz, It is possible to continuously
vary the delayv but as the delav is linearlyv increased, the bandwidth is linearly
decreased. This clocking feature of the delav lines will be used to varv the

bandwidth of the different noise sources in our electronic svstem.

Inthe svstem of Fig. 2.14, the frequency of the different noise sources (maximum
of three) is set by separate oscillators. The bandwidth of each source will be con-
trolled by varying the clock frequency to the delav lines. The delavs will bhe ad-

justed with different tap weights on the delav lines. A low pass filter follows
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each delay line to remove aliasing and to reconstruct the continuous bandwidth
signal from the discrete one. This filter is chosen to cover the necessary
source bandwidth range anticipated. The strength of each noise source is adjusted

directly on the noise generator. A combiner (microwave splitter) is necessary

g i O o - Mo <t 89

o rather than an operational amplitfier to combine the signals because of the high

frequencies involved.

The dvnamic range of the electronic system is excellent, 60 dB, limited by the

et delay lines, compared to 23.5 dB for the two-channel 4-bit computer system. The
!'5 oscillator used (Techtronics 5 G 503) operates from 250 KHz-250 MHz. The mixer &
’ !
1 is the Mini-Circuits model ZAY-3 with frequency response from 70 KHz-200 MHz and
% linear operation up to 15 dBm signal input. The Mini-Circuits model ZAY-3 atten-
! uator has a frequency range from 1-200 MHz and continuously controlable attenua-
k. é tion. The broad band amplifiers are the EMI model 300 L with an operating range
of 250 KHz-110 MHz. Their maximum RF output (3 W) is much larger than the 0.1 V
needed for linear operation of the A0 cells, thus their linearity at the operating

power levels used is much better than the 2.5% obtained at 3 W.

The hardware electronic support system is fully operational. The computer-
driven svstem represents a new feature emphasizing flexibility and multi-purpose
operation of optical signal processing systems. Both systems are necessary to fully v
pursue a COC approach to APAR radar. Use of these and other support hardware in

simulation systems are included in Sects. 2,9 and 2.10.

2.8 POST PROCESSING

In this section, we discuss various post-processing techniques bv which the !
adaptive weights for the APAR can be obtained from data in other forms. I[he IOP

(Chapter 3) and the WDP (Chapter 4) techniques operate on the covariance matrix M

O e d




e T '1

' of the antenna and thus can also be thought of as optical post-processing, whercas
calculation of M (by digital or uther techniques) is the primary preprocessing in this
case. We refer to this method as sampled matrix inversion. Obtaining an accurate
estimate of M must be given some attention, In [13], K » 2 N samples (for an N
element array) were found to give an average loss ratio better than 3 dB in the ;
sampled estimate of M., However, more recent work [14] has pointed out that this A
implies that one half of the time the loss will be above 3 dB and half of the time
it will be below 3 dB. Thus, recent work suggests that K » 4 N be used and shows
that this insures that the probability of the loss being above 3 dB is then only
0.0032, More attention to this issue of accurate estimation of the sampled co-

variance matrix is necessary and should be pursued in a later phase of this work.

Our major concern in post-processing arises in conjunction with the COC svstem.
In this system, the location (in angle or time delay and frequency) of the noise
sources is calculated in the optical systgm and the adaptive weights W must still
be obtained from these data in a digital post-processor. The weights are chosen
to produce nulls in the antenna pattern at noise locations while maintaininy response
in the signal direction, with no stipulations on the antenna response at other

locations.,

From the preliminary discussion in Sect, 2.€, we saw that the cases of narrow-
band and wide-band noise and noise at the same angle and different frequencies and
noise sources at the same frequency but different angles must be treated separately
with different post-processing necessary (as described below) and with different
slit filter widths hn in Fig. 7,190 chosen for each case. TIn Sect. 2,10, we will unify
these different cases. TFor aow we first consider the case of a narrow-band noise
source at an angle “m and at a frequency fm. A simple post-processor can be used

in this case as we now describe.
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The time delay 1 in units of seconds (the gquantity measured in the COC processor)

is
i = (d/¢) sin “m (2.18a)

and is thus independent of the frequency fm of the noise source. However, the time

delav in radians
= (2"f ) (d/¢) sin £ (2.18b)
m m

depends upon the frequency fm of the noise source. Moreso, when the adaptive weights
W, are computed, then the resultant antenna response E(”) has a simple Fourier trans-

form relationship

E(¢) = ; W exp(j2nnfm sin ﬁm) . (2.19)
Thus, a simple digital FFT post-processor can be used., However, note that

the frequency fm of the noise source must be known in (2.19). Moreso, if the noise
source, exist at different frequencies, then a different FFT is necessary to compute
the weights W to place nulls at each (fm, Gm) parameter pair. [f this is done sep-
arately for each noise source, no convenient way to weight the sum of the individual
weights W to null each noise source has vet been found. Since one set of weights

may place a null in the desired location, whereas another set of weights may place

a peak there, the resultant response in the desired location will be non-zero.

Thus, we first consider the problem of the post-processing required when the
noise sources lie at the same frequency and are narrow-band. We then éonsider the
case of wide-band noise sources separately later. FEach case will be shown to re-
auire a different post-processing algorithm. Solutions for each of the different
no’ e pattern cases will be shown to exist (here and in summary in Sect. 2.10).

Thus, all APAR cases can be solved. From the form of the output data at P, of Fig,

4
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2,12, the post-processing necessaryv can be determined from the noise field present

at a given time. Thus, the resultant APAR processor appears to be applicable to

a variety of different cases.

Let us first consider the narrow-band noise case, when all noise sources are
at the same frequency. From (2.18b), we see that noise sources at different fre-
quencies fm and angles Gm can result in the same time delayv m in wunits o. radians.
This implies that if we chose an arbitrary frequency {, at which we assume the noise

0

source to exist, the angle " computed for the noise source will satisfy the equation

fO sin A= fm sin Lm’ (2.20)

where fm and @m represent the correct frequency and angle of the noise source. This
result in (2.20) is important because it implies that we can choose an arbitrarv
frequency fO at which to assume the noise source exists, calculate the weights wn

to produce a null at the angle { and that the resultant set of weights will auto-

matically produce a null at the correct frequency fm and angle Pm as in (2.20).

We refer to this adaptive array post-processing algorithm as the self-compensating
or self-correcting algorithm., It is only of use with narrow-band sources and sources
at the same frequency or at only a few different frequencies. To demonstrate the use
of this algorithm, we simulated the multi-channel COC system for the case of a noise
source at angle . and frequency fm. The multi-channel output from the COC system
was obtained and slit integration of the pattern was performed as described in [2].

The resultant output shown in Fig., 2.15a exhibits a peak at 6, corresponding to a

time delay "m calculated from (2.18a) that is independent of the frequency of the

noise source.

oy
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The simulator (section 2.5) was then used to compute v for this Nm(vm)
pattern and to then calculate E(f) from (2.19) using an FFT routine. For an

assumed frequency fO’ the resultant E(") pattern of Fig. 2.,15b was obtained.

~

It exhibits a null at & = * as is desired. We then repcated the simulations
for a noise source frequency fm and obtained the same set of weights but the
different E(7) pattern shown in Fig. 2.15¢. As seen this pattern exhibits a

~

null at the desired “m location rather than at ‘.

From this discussion and simulation example, we see that the self-correcting
post-processing technique works. We also see other features and uses of the
simulator for calculating the adaptive weights and the resultant far-field noise

distribution.

We now consider a new algorithm by which to calculate the set of adaptive
weights for the case of many noise sources at the same frequency but different
angular locations. This technique uses a new version of a projection mapping (PM)
technique [16] that has been used thusfar onlv for image restoration [17]. We
apply this technique to the problem of calculating the adaptive weights for a

APAR and we suggest a modified algorithm that results in much faster convergence
of_khis routine. Such a technique is necessarv to make the speed of the post-pro-
cessor compatible with the high speed of the COC syvstem that estimates the noise
field. A digital post-processor solution is envisioned, although modifications
to the IOP (Chapter 3) or the WDP (Chapter 4) svstem mav make an optical version

of this algorithm possible.

To describe the new PM algorithm, we reformulate the APAR problem as below.
We consider an array of N receiving elements at vector locations Py By in 3-D '
space. We denote the unit vector in the direction of the signal by Uye We de-

scribe the noise field by M unit vectors uy (where i =1 ., . . M) in the direction
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ol the M noise sources. Our problem is to compute the adaptive weights W such
that we maintain full response in the direction of the signal Yo i.e.

0

€

=

=1, (2.21)
and null the response in the Ei directions, i,e.
c. W=0, (2.22)

) T T ) ) .
where i = 1. . . M and where the vectors C and Ei describe the signal and noise
response as

-

-~

QT = .exp j2r(f0/c)(gl'gSX] . e exp[EZ“(fO/c)(BN-ES)' . (2.23)
T f - \ -
Qi = zfxp.jZ“(fO/c)<El-giX] . . QXP[EZ*(fo/C)(EN'Ei) - (2,24)

Although the present formulation assumes all narrow-band noise sienals to be at the

same center frequency f the proposed solution can later be extended to the case

O’

of non-equal noise source frequencies using techniques in [19-20].
Eq. (2.22) gives M + 1 constraints on the solutions for the N weights w. If
M =N -1, a unique solution exists

w=aA"1u, (2.25)

where A is an N x N matrix with rows E_E C

T
A= FET,CIT, R (2.26)

T
and ' is the N element vector

vt = 1,0, ..., 0. (2.27)
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ren M > N = 1, no solution exists. In most cases of interest, the number
of noise sources M will be less than the number of adaptive elements N or M- N - 1

(or in practice only the M largest noise source will be used). In this case, the

pseudo-inverse method [15] can be used and the solution is

w= ala"taly (2.28)

where A is now an (M + 1) x XN matrix.

Computing the weights can thus be reduced to the common problem of solving
linear equations for which many solutions exist. However, most are computationally

complex, especially for complex arrav geometries.

In the modified PM teéhnique we propose, each of the M + 1 constraints in
(2.22) is treated as a hyperplane in an N dimensional space whose axes are the weights
W to be found. The problem is to find the intersection of all of these hyper-
planes. The projection method begins with an initial guess EO for the intersection
point. We then project this point onto the first hyperplane and obtain a new point

W, which we then project onto the second hyperplance to obtain EZ’ etc. until the

1

vector point EN +1 is obtained after projection onto the last M + 1 hvperplane.

This completes the first iteration cvcle. EN +1 is then orthogonally projected

back onto the first hvperplane, giving EM ‘2 and the process is continued until

E2M 2 is obtained at the end of the second iteration.

The procedure is repeated until convergence occurs, The speed of convergence
is improved if the hvperplanes are orthogonal and the larger the angle between ad-
. 0
jacent hyperplanes (closer to 90°) the faster the convergence [18]. To speed up
convergence, we suggest a pair wise orthogonalization technique that makes adjacent
hvperplanes orthogonal. The method proposed is similar to one used in imape restora-

tion [17}. We wish to implement both the original and the tfast PM technigones and to

g
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apply them to the APAR optimal weight problem. The modified PM technique should
produce deeper nulls at the correct locations in less iterations than did the

g oricinal technique.

. . . . 2. .
T'he conventional PM technique requires MN initial complex operations and

2
M~ complex operations per iteration., Conversely, the modified PM technique re-

i quires only 2 NM initial operations and MN complex operaticns per iteration. Since

«

.“f M - N in general, a large computatioral savings is obtained by the new second tech-
L

o *) nique. We thus advocate such o digital post-processing method for computation of

3 1 the adaptive weights in t.e COC system. When the frequencies of the N sources differ
Y

. ; and when wide-band jammers are present, the technique in [19-20] should be used and

incorporated into the modified PM technique. In these advanced methods, narrow-
hand noise sources can be assumed and the algorithm modified to produce wider nulls 1

at the central frecuencies of the noise sources. We hope to pursue such techniques

[ 13

; in later phases of this program. For now we note that the modified PM technique
can be used for multiple narrow-band sources and the advanced PM technique for wide-
band noise sources. We also note that both techniques operate directly on the data

; obtainable from the COC output svstem in the form of the TSI processor of Fig., 2,12,

2.9 TI1 COC EXPERIMENTS

To obtain initial experimental results on the A0 svstem of Fig. 2.1 in a new

configuration and application, we considered the problem of the accuracy of an opti-

-

cal processing svstem for APAR.  One  approach to this problem {s the use of residue
w ! arithmetic [2, 21, 22]. In such a syvstem, the input data to be operated upon is
) presented as its residue values in a chosen basis set. Operation on such data is

attractive for optical svstems because the dvnamic range of the bit information is

restricted to the corresponding residue value and moreso because the associated data

is in the format in which additions, multiplications, and subtractions are possible




without carries. The major problem "+ such a data representation is how to convert
input information into a residue number svstem representation and the associated

tormatting required.

To achieve such operation at high data rates, we have devised a version of the
3 TI A0 system of Fig. 2.1 that produces the associated conversion needed in a time
pulse position coding schemc rather than the conventional spatial pulse position

coding technique [21]. 1In residue arithmetic, we represent oan integer J by the n-

‘.:’
o tuple set of remainder residues R ., with respect to the N integer moduli m, .
. mi 1
d '
"4 The svstem we used to demonstrate the above concept is shown in iz, 2,16 in
(S - P
T
4 schematic form. In this svstem, the temporal source modulation is
!
o s (t) = "(t=Jt), (2.29)
©od 0
2 where we represent the value of the data by the time of occurrence of the pulse.
The AOQ vell at PI is uniformly illuminated with this light distribution. The AO
cell has a transit time m't and is fed with a signal consisting of pulses of width
St and period m't where m is the residual modulus.,
We describe the pattern at Pl by
s, t) = 7 cax-nmt+t) . 2.30)
1 n
, Leaving Pl we find By e which is vime integrated at l’,3 to produce 50 GB 5 in
] !
i the form
1
! L L
- fix,} = | &x,-(J-nm) "x . (2.3
3 n 3
[

From (2.31), we see that the spatial location of the output peak at P, is propor-

3

tional to the desired residue RI of 1 modulo m.
il

Y

t
\
!
\
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O

To provide parallel conversion of .1 into Rmi’ for N different bases mi, we
modify sl(t) to be a sum of signals, cach consisting of pulses »f width 't and
different periods Ti = miﬁt and different associated carrier frequencies fi within
cach 't tor each m . This causes each modulus to appear spatiallyv separated at PZ’

where we block the de and one first order term.

At P,, we place N vertical grating. These cause the correlations S0 (E) 515
1

of 50 with different modulo m, signals to appear at different fi spatial frequency
i

locations in P3. The PS pattern is thus the N correlations Sy * sy on N differ-
ent horizontal lines. The horizontal position of cach correlation corresponds to
R, with the mi encoded in the vertical direction. Thus, the sv-tem of Fig, 2.16
mi :

provides parallel conversion of the input inteper data T,

The system of Fig., 2.16 was assembled using an A0 cell with s 38 MHz, band-

0
width of +5 MHz, and Tc = 32.25 iusec. Moduli m, = 7, 9, 10 were chosen with 't = 606
nscc and associated periods Ti corresponding to pulse frequencies (i = 34.7, 38, and
41,3 MHz. These correspond to spatial frequencies f = 55.9, 61.29, and 66.61.

g i

These result in a reasonable separation of 2.62 mm between gratings at PZ. Appropri-

ate grating spatial frequencies were chosen for use at P, (15, 35, 55 cv/mm).

The corresponding outputs are shown in Fig. 2.17. The position of the peak on
each line corresponds to the residue R, for the corresponding moduli ms when evalu-
mi

ated.

An older A0 cell ot lower optical quality was used in these experiments. The
final AO cells arrived too late in the program to permit the TI and APAR experiments
to be performed on them. Similarlyv, equipment delavs and lack of funds prohibited
full use of the electronic support svstem until after completion of the contract

period. These experiments still demonstrate the use of the A0 cell and much of the .
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support electronics as well as the Tl AO correlator in a new application (residue
arithmetic) addressing accurate optical data processing for APAR use. 1n the next
section, the COC simulator is used with the TS] architecture to show computation of

a far-field noise pattern adaptive in angle and tfrequency.

2.10 TSI EXPERIMENTS

In this section, we provide simulated verification of the TSI svstem of Fig. 2,12
and discuss the associated post-processing required to calculate the adaptive weights

from its output data for diverse noise cases,

To demonstrate use ol the TSI system of Fig. 2.12, two random uncorrelated
. . . <o . . 2
noise sources with Gaussian statistics, zero-mean values and with variances ¢~ = 1.0
2 0 (O : . .
and v7 = 1,4, located at LT +237 and ﬁ2 = ~22" with different bandwidths of 0.352

and 0.234" (2/3 of the first source) were produced using the simulator of Sect. 2.5.

We let =7, 0, + in frequency or radian bandwidth correspond to samples (, 256 and

512 respectively. The spectrum of the two noise sequences are shown in Fig. 2.18.
For the first noise source, its bandwidth was 90 points out of 256 centered at the
point 256 + 45 = 301; whereas for the second noise source its 60 point bandwidth was

centered at 286.

The angular locations of the noise sources were verified by performing the wide-
band correlation corresponding to the top line in the output pattern of Fig., 2.12.
The results are shown in Fig. 2.19. The relationship between the delay : in radians

and the angle ©© of the noise source is

= (Z“d/\) sin . (2.32)

In the simul-tions, we assumed d = 100 */2* or
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T = 100 sin # (2.33)
We emploved a detector integration time T = 512 samples. The two noise source
angles ¢ = +230 and -220 correspond, using (2.33), to delays of +39 and -37
points respectively. The data in Fig. 2.19 confirm these noise source angle
locations. The amplitude of the two noise peaks also agrees with the intended

signal strengths with the second noise source (with the larger variance) pro-

ducing the larger peak.

The N = 9 multi-channel outputs in Fig. 2.12 are shown in Tig. 2.20.
The bandwidth of each band pass filter h was chosen to be 0,117 (30 points).
This resulted in nine separate frequency filters. From Fig. 2.18 we see that
the first source lies at 230 and has zero response beyond 0.3527; whereas the
second source lies at —22o and has zero response bevond 0.234n, These values
are in exact agreement with the expected results. The strength of the response
in the different frequency bands in Fig. 2.20 are approximately equal correspond-

ing to the approximately flat spectrum (Fig. Z2.18) of the noise sources over their

bandwidth., Note the wideband (WB) output on the top line.

e now briefly consider the use of the TSI system (Sect. 2.6) and the vari-
ous post-processing algorthms (Sect. 2.8) for different noise source cases in

APAR.

For the case of a single source at one frequency, low correlation SNR is

expected because of the zero bandwidth signal. We expect some signal bandwidth

in practice and thus the TI correlator will yield adequate estimation of the
target angle ”m. Lecause of the self-compensating algorithm feature (Sect. 2.8)
the noise frequency estimate is not of concern in this case. Multiple sources
of the same frequency perform similarly and if their bandwidth is low, their
correlation peaks will be wide and accurate discrimination of the different angles
F

of the noise sources may be difficult. For such cases, beam forming techniques may

be preferable.
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For the case of a single noise source with multiple frequencies, we have a
wide-band jammer. In this case, the self-compensating feature is not appropriate.
Instead, we use the TSI system and the modified projection method with additive

features to produce a wider null at the center frequency (if the noise source

frequenci::s are in one band) or the advanced projection technique in other cases.

Choices of the slit widths (or the effective bandwidth of the different filters)
in the TST mask and other issues such as the combined use of the wide-band corre-

lation output and the multi-channel narrow-band correlations (the first to accurately

determine the angular target locations and the combination to deconvolve the fre-

quency response of each target) were described in Sect. 2.6.

2,17 SUMMARY AND CONCLUSION

Our iiew COC work on APAR processing has resulted in many new algorithms and
system architectures as well as in the fabrication of many components for the COC

processor. In the past one year we have:

(1) Developed a new COC concept using 1-D A0 cells rather than 2-D SLMs
(because they are more easily fabricated and more readily available) ;
and TI rather than SI correlators (because their longer integration
times allow better noise statistical estimates) (Sect. 2.2).

(2) Fabricated and performed initial testing of two A0 cells (Sect. 2.3).

(3) Developed a new simulator to handle multiple phased arrav signals
with adaptivity in space and frequency, to compute weights and calculate
corrected antenna patterns, plus conventional Fourier transform and
correlation routines (Sect. 2.5).

(4) Devised a new adjunct antenna concept that allows full space and fre-

quency APAR data to be obtained using onlv a two-channel processor

(sect. 2.4

~




Developed a new hybrid time and space integrating AO correlator

architecture that combines the best features of the TI and the

S1 systems, and provides a 2-D displav of the angle and frequency

location of the far-field antenna noise pattern from the two-
element adjunct antenna data (Sect. 2.6).

(6) DesigAed and fabricated a hardware electronic support system and
designed and nearly completed fabrication of a multi-purpose

computer—-driven electronic support system for complex noise

source scenarios (Sect. 2.7).

(7) Developed a self-correcting post-processing system, a new fast
iterative modified projection method technique and an advanced
projection concept to compute the adaptive weights for narrow-
band and wide-band jammers that differ in both angle and fre-
quency (Sect. 2.8).

(8) Performed an experimental verification of a TI correlator and
used it to demonstrate residue arithmetic computations in a
new time position coding scheme. Residue arithmetic is an advanced
technique whereby numerical computations can be performed in
parailel with no carries and with reduced dynamic range require-
ments. This is necessary to realize an accurate optical computer

(Sect. 2.9).

d
(9) Demonstrated the use of the TSI system for computation of the 2-D
space and frequency output antenna pattern from an adaptive arrav
using an adjunct antenna (Sect. 2.10).
Thus, in conclusion, we have devised a new COC optical processor, demonstrated and 1

simulated the key points of the svstem, begun development of the necessary post-
processor, and fabricated the necessary components and support system to fully

study this COC technique Tor APAR,

e il vrw,-_m*-mw**“-:-'-\"w -
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CHAPTER 3 ITERATIVE OPTICAL PROCESSOR (IOP)

3.1 INTRODUCTION

In this chapter, we describe our recent research onthe I0OP system. Since

this svstem has been outlined in Chapter 1l and described in depth elsewhere [2-6],

we concentrate on our recent progress on this svstem., In Sect. 3.2, we describe the
new system design adopted for fabrication and in Sect. 3.3 we describe the system

we fabricated during the past year. The basic and advanced versions of the 10P
simulator and their use in APAR processing and in the analvsis of the IOP are then
described in Sect. 3.4. Several specific IOP operating issues such as accuracy, ]
performance, corrections, convergence, convergence rate, selection of the accelera-
tion factor, scaling of the eigen-values of M, etc. are discussed in Sect. 3.5.

Initial experimental demonstrations of the IOP systems use in APAR applications

are then presented in Sect. 3.6. A summary and our conclusions are then advanced

in Sect. 3.7.

3.2 SYSTEM DESCRIPTION

30201 Error Sources

In our prior work [2-6], the basic I0P system was developed and studied. Our
analysis of this gvstem showed three major error sources that would limit the ac-

curacy and performance of the system. Fig. 3.1 shows the simplified TOP.

Imaging the LEDs vertically onto the mask without cross talk was found to be
a severe problem as was uniformly illuminating each row of the mask with the light
output from once LED. Our solution to these problems was to employ fiber optic cou-
R}

i belween Pooond P,. We chose ten LED elements, a 10 x 10 mask and thus a 100

1
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4 Figure 3.1 Schematic diagram of the iterative optical processor (IOP).

element fiber optic bundle. These numbers were chosen because such a system was
of adequate size to allow it to be fabricated at reasonable cost and to be used in b
F processing APAR problems of reasonable complexity and to allow unforeseen fabrica-

tion problems to emerge.

The non-linear response (current input versus light intensity out) of the LEDs
tested made amplitude modulation unattractive without complex circuits to correct
- for the LED non-linearities. An investigation of laser di de sources showed that
they had much better linearity over a very large dynamic range, but repeated attempts
to obtain a linear array of these elements were unsuccessful. We thus chose to use

pulse width modulation (PWM) of the LED sources.

With these major changes made in the system design (pulse width modulation and

e — ——e

- tiber optic interconnections), we then considered four other svstem component features

. ‘ that would affect performance of the final svstem,




B s B

Non-uniformity in the saturation level of the LEDs existed together with 1
the non-uniform response of the linear photo diode detector. Non-unitorm cou-

pling of the LED sources to the fiber optic system and non—-uniform ocutputs from

R

the fiber optic array (due to polishing differences at the ends «f the ¢lements

in the fiber optic bundles) were two other problems. We chose to correct for ,'?
the non-uniform LED saturation levels and the vertical non-uniformity in the mask

bv a dvnamic RAM inthe electronic feedback system to adjust the pains of the differ-

ent LEDs on-line. All four errors and their residual values (after RAM correction)

were measured and can be corrected for by fabricating a fixed correction mask to

be placed behind the adaptive mask B at plane PZ in the system.

Electronic noise in the detector and associated support electronics was another
problem of concern. We note that there are two components of this noise: a fixed
sivnal pattern due to the dark current profile across the linear photo detector
array and a time varving component due to other noise sources. We corrected for
the fixed pattern detector noise by using a time-multiplex differential output
scheme (see Sccet. 3.2.4) in which a single complex multiplication is divided into

two parts, each is run sequentially and the sequential outputs are subtracted.

The above svstem design and system operational changes provide a quite accurate
[OP svstem for APAR use. Residual errors are still expected, depending upon the
accuracy to which the corrections are fabricated and the magnitude of the time-varv-—
ing noise sources in the svstem. We have measured this residual error and by simula-
tion and lab verification determined its e¢ffect on the accuracy of the final W
cotimate and the resultant null depth in the adaptive antenna pattern., These issues
are described and quantificed in Sects, 3.5 and 3.6, To prevent such error sources
from causing divergence of the solution to the vector-matrix equation, we include o

tolerance difterence between two est imates W and wi

When w, -w,
i i

+1° +1 5
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the iterative process is stopped. This prevents the system noise from causing

the output to diverge from the correct answer as it is approached.

3.2.. General Purpose Processor Considerations

This 10P system is a quite general purpose optical processor capable of solv-
ing any general vector-matrix equation of the appropriate form. Since optical
systems are in general special purpose, this architecture is quite unique. To main-

; tain the general purpose featurcs of the IOP and to allow its use in other associuted
APAR tasks and in other applications, several design considerations were made. These

choices were also made to decrease cost of the prototvpe system 2nd the associated

SRR

electronics. We have used demultiplexers (DMUX) at the LED inputs and the photo
detector outputs., This decreases the throughput of the present svstem but greatly
deereases the associated LED drive and photo detector hardware necessary. We have
also only used a 1 MHz clock frequency for the LED sources. Although higher speed
operation is possible (especially with laser diodes), the requirement on the associ-
ated digital and analog hardware become quite cost prohibitive for the available
funding level. Tt is also possible to perform addition of the steering vector by
appending an additional row to the covariance matrix mask and driving it with a sep-
arate linear LED arrav., Instead of this, we will perform this vector addition in
a ALU (arithmetic logic unit) bv digital multiplication in the electronic fecdback
loop. As noted earlier, a time-sequential system for handling complex data is also

i used to decrease the space bandwidth product (SBWP) requirements of the matrix and

, vectors in the svstem, thus enabling more complex problems to be addressed on the

. present svstem.,  Although the present svstem emplovs a fixed matrix mask transparency,

) it can later be replaced by an e¢lectroded spatial light modulator (SIM) and thus bhe

' made tnlly adaptive.
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Thus, the present laboratory I10P prototype system represents a real-time
optical processor for APAR of sufficient size, speed and complexity to enable
it to be used for a quite diverse selection of signal processing problems. It
also allows the accuracy and performance of the svstem to be assessed and new

iterative algorithms to be incorporated without major hardware modifications.
3.2.3 Notation

The consistent notation to be used in describing this system is listed in
Table 3.1. Underlined lower-case and upper-casc letters denote vectors and matrices
respectively. The letters a, B, and ¢ refer to actual optical and electrical system

parameters and are used to describe the amplitude of specific functions inthe system.
The letters x, H, and y are used to refer to peneral algebraic equations and opera-
tions. The elements of x, H, and y are bipolar, whereas for explicitly complex-
valued data elements, we use s, M, and w. Various subscripts .ire used throughout.
Their notation will be obvious in the different cases. The detector output is thne
actual vector-matrix product, but to this we add ancther vector to obtain the new in-
put. For notational simplicity, we represent the detected vector-matrix output
(after iteration i) by < and the vector to be added by c. This will simplify many
vector-matrix equations throughout the text. The two uses of ¢ should not cause
difficulty when taken in context., We also denote versions of a at different itera-

tions by a, or a A similar notation is used for the algebraic quantities x, H, and
4, a X, 2

K*

V.

3.2.4 Complex-Valued Data Handling

The steering and adaptive weight vectors s and w as well as the covariance matrix
M, have complex-valued elements. Converselv, the LED outputs and the mask trans-

mittance in the I0P are real and positive valued quantities. Thus, considerable
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TABLE 3.1 10P NOTATION
Parameter System Algebraic Parameters . I
1
Parameters (Bipolar) (Complex) !
1
Input Vector a X W "
L)
Input Vector Element a X w 5
m m m
Matrix B H M
Matrix Element b h M
mn mn mn
1 Detector Output (iter i) ¢ ¥y s;
I
Detector Output Element ¢y i S
Added Vector < y S
Added Vector Element c y s
n n n
Input Vector (iter i) a, X, W,
| it —i -i
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attention is necessary to enable the T0P to accommodate the complex-~valued data

elements necessary for the APAR problem.

After studyving various techniques by which to operate on complex-valued data
in a real and positive IOP system and considering the static noise detector pattern,

a sequential bipolar-data technique was chosen. To describe this technique, we first

recall that the elements bmn of the actual optical mask used at Pz must satisfv

0 < bmn . 1 to be normalized. We choose to operate on bipolar complex~valued data

by performing the operation

, ‘ (3.1)
lij H, H X,

in the system, where all quantities in (3.1) are bipolar and subscripts r ond i de-

|
note the real and imaging parts of the corresponding vector or matrix. %

As noted earlier, we use two sequential processor cycles to perform a complex-—

valued vector-matrix product. In the first cycle, the inputs are the positive parts,

+ + . + +
L and 2o of :. and the outputs produced are the positive parts of v, Y. and y.. The

|
same optical matrix B is used for all vector-matrix operations until M changes. Re-

call the matrix H is related to M by

H=(1-w, (3.2)

where [ is the identity matrix. We denote the minimum and maximum element values of

|

by h and h respectively. The optical matrix B used is thus generated from the matrix

tH by

- bmi _ hgo
h-h h-h

(3.3)
mn




Subtraction of h in (3.3) ensures that hmn L~ 0, whercas dividing
bv (E—E) in (3.3) normalizes B such that 0 & bmn < 1, The H matrix to be used
is thus 2M x 2N in size with submatrices ﬂr’ -Mi, gi’ _Pjr from left to right and
top to bottom as in (3.1). H is obtained from M by (3.2) and the corresponding

optical matrix B is obtained from H by (3.3).

In the first and second cvcles of the system, the processor performs the

operations

e ) [
Loos . (3.4)
Ly | B, H_ E
and
Ly _ —r 4 2y (3.5)
Ji L1 LNy X

respectively. The plus and minus bipolar components of the input vector a are

formed as

+ +
at = (x + |x ])/2 (3.6a)
m m m
a” = (x‘ - ]x” 1)/2 (3.6b)
m m m
. + + . - -, .
respectively, such that a = X if x -0 and a = X if x < 0. The scaled
m m m m m m

and correctly biased (for input to the LED at the next cycle) output, after com-

bining the system outputs from two successive cycles is then

- ~ -
a2t b - aT b +h U (3.7)

y = (h=h) °
n = @ mmn & T momn. - @ Tm

e
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or in algebraic terms
= (h-b) (Ba  -Bal+n (3.8)
¥ h [Ba -Bal+h@x, .

; . +
where the vector inputs at each of twe sequential cycles are represented by a

and gf, thus effectively realizing

rsﬂ RS

=y Yy i

. (3.9)

The basic processor is thus a bipolar vector-matrix multiplier. It is de-
scribed by the signal flow graph of Fig. 3.2. The necessary pre- and post-processing,
scaling and normalization operations are performed in the micro-processor electronic
feedback system (Sect. 3.2.5). Another technique for handling complex data is
described in Chapter 4 in conjunction with the wavelength diversity processor (WDP)

version of the I0P svstem,

3.2.5 Micro-Processor Feedback System

A micro-processor feedback system is necessarv to perform the pre-processing
of the vector x and the matrix H, the post-processing to perform the different opera- r
tions in (3.7) and the associated scaling and biasing needed for the data. The micro-
processor system also performs the necessary addition of the vectors c, y or s to the
bipolar vector-matrix product. It also controls the PAM correction circuits for the
photo detector output and the LED input. The LED driver in the output demultiplexer
and associated other system controls are also included in the electronic feedback
svstem together with various storage and readout features that enable various vector-
matrix products and iterative output products to be stored in digital memoryv, displaved
sequentially on an oscilloscope in single-step or continuous mode, etc. Details of 1
this aspect of the svstem are included in Sect. 3.3. A schematic of this hardware i

clectronic feedback loop is included in Fip, 3.3, 1
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Figure 3.3 Sehematic diagram of the hardware electronic feedback portion of

the 10P,
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3.3 SYSTEM FABRICATION

3.3.1 Optical Vector-Matrix Multiplier

A schematic diagram of the optical vector-matrix multiplier is shown in
Fig. 3.4, The input consists of a linear array of 10 RCA SG-1002 LEDs which
typically emit 1 mw for a 50 ma drive current at 940 nm. The LEDs are mounted
on 0.15 inch centers along a copper block 1.5 inches long and held in place
with silver epoxv. A fiber optic element manufactured to our specifications is
used to distribute the light from each LED across the matrix mask. At one end
it contains an array of 10 apertures, over which the LEDs are positioned. Each
of these apertures contains a bundle of ten glass fibers, each 0.001 inch in
diameter, the bundles are anchored in brass collars set in an A.) block over the
LEDs. The fibers branch outward to form a 2-D array of 10 x 10 or 100 fibers
that are set in a stainless steel face-plate. The fibers are arranged in a
10 x 10 rectangular matrix with a center-~to-center spacing of 0.014 inch verti-
callr and 0.0375 inch horizontally between fibers. The fiber ends were polished
and the entire unit potted in black latex in an Af casing. The optical matrix
mask is sandwiched between the fiber optic element and the detector arrav as
shown in the figure. The detector used is a Centronics LD-20 silicon photo diode
array which contains 20 elements each measuring 4 x 0.9 mm on 0.95 mm (0.0374 inch)
centers., The detector elements and the size of the matrix mask are chosen such
that ecach detector element sums all of the light emerging from a column of the
matrix mask. This provides the summation over the m rows in each column and pro-

duces the desired output

ab . (3.1
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A photograph of the optical vector-matrix multipiier is shown in Figure

3.5. Right to left are the LED array (sealed in white R7V comnound) holted to
the tiber optic element, matrix mask and detector array. (The components
are separated for clarity in the figure.) The fiber optic element, matrix
mask and detector are mounted on mechanical translation stages and tilt
positioners to facilitate alignment of all components.

3.3.2 Eiectronic Feedback System

The electronic feedback system is composed of the following four

. subsystems:
- (i) LED pulse width modulator (PWM), demultiplexer (DMUX) and current
" drive,

) (i1) time-integrating photodetector and multiplexer (MUX),

‘ (iii) D/A and A/D converters and

'i (iv) microprocessor controller.

These subsystems and their interconnections are shown in the block diagram
_‘j of Figure 3.6.

The LED board [subsystem (i)] consists of a clock (reference frequency,
fo)’ digital PWM, current drive and DMUX.' Each element of the non-negative
input vector a = {am} is fed (by the microprocessor) in digital form
to the LED board and is converted by the PWM and current drive to a current
pulse of duration am/fo. The amplitude of the pulse is fixed so that the
peak power, Pm, radiated by the m-th LED is constant and its energy varies
linearly with am Amplitude moduiation of the drive current would result in
nonlinear distortion due to the exponential (current-power) response character-
istic of the diode. The time-varying output from the m-th LED is therefore:

r

I (t) = P Rect (f t/a) 2,11

and the energy it provides is Pmam/fo. A1l M=10 LEDS are selected in turn
i by tne DMUX and are pulsed in this manner. The time T required to enter the

vecior 3 is data dependent and equals
. 1 M=10
T = = oLoa. 3.12)
0o m=1

mn
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Complex data is handled by separatina the input vector into its positive
and negative real and imaginary components and time-multiplexina the optical

vector-matrix multiplier, Since the time to input a number is proportional to
its value and at least one of the two non-negative components of each element

of the array {xm- will be zero, the throughput rate for bipolar data is
M=10
]

— ;xm;, where ¥ =1 mhz and -128 -~ x_ - 127 for the laboratory system
f om=1 © m
o
fabricated.
The total power incident on the n-th detector element is

M=10
?)
% mZ] ton Pmn Im(t) (3.13)

where Im(t) is specified by (3.1%): 2 = b, - are the values of the matrix
mask; ton is the non-uniform spatial transmittance of the fiber optic element
and L is the optical efficiency. Since the LEDS are pulsed sequentially in b
our system to simplify hardware design and fabrication, the photodiodes must
time-integrate(3.13) over the entire period T.

The photodetector support electronics [subsystem (ii)] contains a bank
of 10 resettable op-amp integrators which sum each of the photocurrents over
this time interval. At time t=T, the output voltage of the n-th integrator
is T
0, (T) = (1:_! [r, 0,(t) + i (t)] dt (3.12)

where L is the responsivity of the n-th photo diode, On(t) is given by (3.13),
C is the integration capacitance and 1n(t) is the noise current introduced by
the n~th photodiode and support electronics. The variations in fiber optic
transmittance tmn’ the peak power Pm radiated by the LEDS and the detector
responsivity " will be compensated for by a static correction mask placed

in contact with the matrix mask and by electronic correction to be performed
in the microprocessor. Letting Cn be the signal component of (3.14), we cobtain
for the output

M=10
C =[ rlo ;] a_b
n Q—TC* m=1 m mn (3-]5)
0
where r is the average detector responsivity and p is the average peak power

radiated by the LEDS. In practice, the gain (rLo/fo MC) is set equal to
unity by proper selection of the integration capacitance C and adjustment




of the clock frequency fo' The analog voltages vn(T)EE; Cn are read-out
sequentially by the MUX, converted into digital form by the A/D converter
in subsystem (iii) and fedback into the microprocessor.

The microprocessor controller [subsystem (iv)], which is depicted in
the hardware block diagram of Figure 2.7, is responsible for the schedilina
and execution of all operations in the computation cycle of the IOP. These
operations include: LED preprocessing and correction, optical vector-
matrix multiplication, detector post-processing, bias removal, rescaling
and vector addition. The microprocessor contains a custom designed
arithmetic unit consisting of a 16 bit, 300 ns TRW multiplier, a 16-bit
arithmetic logic unit (ALU) and a 16K random access memory (RAM) with a
row-coluinn address structure. We have arranged these units to simplify
software control and data paths.

The control section sequences the internal data transfers, arith-
metic operations and input/output as well as the operation of the LED and
detector boards (i) and (i1} in Figure 3.€.It consists of a 26K RAM to store
the microprograms which operate the I0OP, a Fairchild 9408 LSI microprogram
sequencer to execute the stored programs and a 32 line instruction decoder
which activates the various control points in the system. The instructions
are executed as either evokes to activate control lines, conditional
branches or jumps to a subroutine.

An extensive IOP program selection exists for component and system
tests and for system operation. A console (front panel) is provided to
load the programs into microprogram RAM and contains all necessary operator
controls to start, stop and reset the microprocessor. The microprocessor
controller and front panel contain 160 IC's which consume about 50 watts
of power. The cycle time for any microinstruction is 300 ns. A photo-
graph of the entire laboratory I0QP system is shown in Figure 3.8.

3.3.3 System Operation

Before starting the microprocessor, the vector data y and x(0) are
loaded into the data memory (DM) and the scalar parameters w, h and (h-h)
are loaded into program memory (PM) via the front panel. The LED and

detector correction data, {%——} and {%—}, are permanently stored in the DM.
m n

The memory maps are shown in Tables 2.2 and 2.3. The data memorv {Table 3.7) contain

these data as well as the current bipolar iterate x(k), its positive a,
and negative 3, vector components, the optically computed [ and ¢, vectors
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Row address

Tabhlz 3.2

256-1023

Takle 7.2

Address 0-255
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Column Address 0-9

Input vector y

k-th iterate x(k)

0 )
LED correction /pmf

XY

positive cptical input

negative optical input a

o
Ny

positive optical ocutput [

negative optical output [o%

photodiode correction {1/rn}

k-th bipolar output y(k)

Data Memory Map: bM(C : 63, D :

V’—"“-.______——”'—'—_-~"‘\~\\_J

Main program

Subroutines:
(1) vector accumulation
LED pre-processing

)
(iii) Optical v-M multiplication
) detector post-processing

Program Memory Map: FM(0 :

1023),

1€), 16 bits

26 bits

T Y T

r 10P data

R VO P P U S T SR PR U
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and tne resultant bipolar vector-matrix output y(k) = H x(k).

The program structure of the IOP is divided into four major
subroutines:

(i) vector accumulation

{ii) LED pre-processing

{ii1) Optical vector-matrix multiplication and

(iv) Detector post-processing

The subroutines are stored in program memory (Table 2.2) along with
subroutines for data loading, initialization and display and special
routines for system tests and calibration. The main program (which is
essentially a series of calls to the aforementioned subroutines) is located
in the top portion of program memory. A flowchart of the computational
cycle of the I0OP is shown in Figure 3.5. Each block is one of the four sub-
rountines mentioned above. After starting the microprocessor, various
system initializations are performed [including y(0) = 0]. The vector
accumulation [subroutine (i)] eiectronically subtracts the input vector
y from the last hipolar vector-matrix product y(k-1), multiplies the diff-
erence by the acceleration parameter w and subtracts the result from the
last iterate x(k-1) to form the new iterate x(k).

This new iterate is separated into the optical vectors 2 and]g2 which
are then electronically multiplied by the LED correction factors {E;& in
the LED preprocessing routine (ii). Next, two vector-matrix multiplications
are performed optically on these data by subroutine (iii). First, the
corrected positive component a of x is fed to the LEDS; < is optically
computed and stored. The corrected negative component 2, of x is then
fed to the LEDS and [ is optically computed and stored. In the detector
post-processing routine (iv), these two vectors < and [o% are]electronica11y
subtracted and multiplied by the detector correction factors {;~}. The

M=10 "
result is then scaled by the factor (h-h) and the bias b[mZ] x(1)]
is removed from each of the output components yn(k) to generate the bipolar
output y(k).

This procedure is repeated until terminated either manually (by the
console control) or by a preset break-point in the microprogram. The seg-
uence of iterates x(0), x{(1), x(2)...can either be displayed in real-time
as they are generated or stored in PM for play back and off-line analysis.

o to L4 iterates can be stored in the present system,




Start

[y(0) = 0, k=1]

)
| x(k) = x{k-1) -wly(k-1) -y] (i) Vector Accumulation
’; LI % [[xm(k)|+xm(k)] %— (ii) LED Preprocessing
m
B 1. 1
2 G0 = 7 LK) 5 (K] - 5=
)
¢, =By
b = k4] \b > (iii) Optical Vector-
| Matrix Multipli-
- cations
¢, =Ba
¢ o
y (k) = [c ¢, (h-h) +h %O X (iv) Detector Post-
n T,n  “2,n v “mp= M Processing
!
. i YES Continue
'! NO
Stop
U FIGURE 3.9
IOP COMPUTATIONAL CYCLE rreovuanang:
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3.4 10P_SIMULATOR

Another new feature of this IOP program was to extend its use to include
adaptivity in both angle and time. This, combined with the need to handle
complex-valued data, incrvases the required SBWP of the vectors and matrices.

We thus used simulation to study such advanced cases. We have written an IOP
simulator that is quite interactive. Two levels of simulator, a basic and an
advanced version, have been written. FEach is described in this section and then
several examples of their use are given. Other uses of the simulator are in=-

cluded in Sects. 3.5 and 3.6. All routines are written in Fortran,

The APAR .1. FOR routine (Table 3.4) calculates the covariance matrix M,
steering vector s and the mask transmittance function 1 - M from the given in-
put variables. The operator enters the number of antenna elements, the number
of vector inputs to be sampled in time and space, the receiver noise power Pr
as well as the velocity, angle, position, number M, and strengths Pm of the M
noise sources. This defines the set of M noise sources and the receiving array
seometry. We also specify the steering vector by the location and angle of the
target. From this, we produce the 2-D antenna receiver-processor model of Fig,
3.10. This new model has coordinates (n, n') corresponding to the space and
time taps respectivelyv, with N adaptive elements n in space and N' time taps
n' for each received element. In Fig. 3.10, the time history flow of the re-
ceived signal at each element in space is recorded vertically and sampled at N' time
intervals. A 5 x 5 matrix or 2-D space-time antenna grid is used to reduce

computations.

We use an incremental space increment (antenna eler- -t spacing) of d = 2/2 =

0.5 and time increments T = 0.0005 corresponding to a velocity Viax = A4t = + 500.

4
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TABLE .4

. APAR, 1. FOR ROUTINF
' i
' 230100 INTEGER %, MMAX, L, LIFAX, N1, N2, L1, L2, MAPS(1: 20), MAPT (1 20) )
00209 REALL V(O 19), TH(O 19),P(0: 19)
30200 REAL PI, T.D,LMDA,N ¥
0G40d REAL ARG
20500 COMPLEX COV(1:.20,1.20).STAR(1: 20)
QDEVD PI=3 14159 1
50709 1=0. 001
A COR00 0=0 5
f’ 00800 LMDA=1 O
b 01000 ¢ +##THIS SECTION OF CODE INPUIS THE FAR FIELD ANTENNA PATTERN###
o 01103 €
!A Yy 01zcy ¢
¥r 0130) ¢
« ¢ 01462 ¢
i, 01599 WRITE(S, 5)
1 01600 S FORMAT(/ ENTER NUMBER OF NOISE SOURCES AND ELEMENTS IN VECIOR )
¢ 0170 READ(S, 10) MMAX. LMAX
" 01890 10 FORMAT (21)
oo 319C0 DO 35 M=1. MMAX
- 020Co WRITE(S,30) M
S 02100 30 FORMAT(’ ENTER VELOCITY. &N3LE AND STRENGTH OF SOURCE # . 12)
' 4 022060 READ(5, 32) V(M), TH(M), P(1)
: 023C0 TH(M)=TH(M)*PI1/180 0
1 024C0 32 FORMAT (3F)
3 02505 35 CONTINUE
L 02450 &0 WRITE(S, 45)
4 02700 45 FORMAT (* ENTER VELOCITY &ND ANGLE OF TARGET )
| 028CO READ(5, 50) V(0), TH(O)
! 02903 TH(0)=TH(0)#P1/180. O
1 02000 50 FORMAT (2F)
r 03109 WRITE(S, 70)
y 03200 70 FORMAT (' TYPE RECEIVER NJISE POWER AND TARGET GAIN )
1 033C2 READ(S, 75) N, P(0O)
; 03400 75 FORMAT (2F)
3 03500 ¢ #%¥NE NOW MAP THE SAMPLED 2D ANTENNA PATTERN INTO A 1D VECTOR#&#
P 03600 ¢
03700 ¢
03809 ¢
1 039C0 €
0400 DO 100 L=1,LMAX
. 04109 WRITE(S, 85) L
o 04200 85 FORMAT(’ ENTER SPACE TIit CCORDINATE OF ELFMENT # ‘, 12)
b 04309 READ (S, 90) N1, N2
084400 90 FORMAT (21)
S 045C) MAPS (L )=N1
o 04500 95 MAPT (L) =N2
. i 08760 100 CONTINUE




s

- 105 -

ANTENNA ELIMENTS n—m

ke ]
- L)
3 L)
a " " — T = 0.0005
" 3
iy ~ 2 .._A_.
[ 3
Y o
@
E
- . ~ ~ R ;;
-~ " '
- )
v
— ’é—d = 3/2 = 0.5
Figure 3.10 2-D space-time antenna model (n, n').

9
In terms of conventional units, for a 1 GHz radar, f = 10~ Hz, X

0.3 m, T =
1.5 x 10-4 sec and v = +500 m/sec. These units and relationships arise from

the relationship for the phase of a signal ,at element n and time tap n' for a
target at angle ~ and velocity v and a time delay T between antenna taps given

by
- ¢ = 27(n¢sin & + 2vTn') /). (3.16)

When d = /2 and Y = 1, (3.16) becomes

-
SO ="E sin"4-n'(v/v ) , (3.17)
n,n max

where v is the maximum target velocitv given by v = 3/47,

< <1

This (n,n') mapping is thus recorded and a 2-D map of (n,n') samples is pro-

EX
e

duced. The vector s , matrices [ - M and the (n,n') maps are stored in a disk
file. To rap this 2-D data onto the 1-D vector-matrix system, we must map (n,n")
into a 1-D vector :, This routine accomplishes this and stores the associated

maps on a disk file. The routine to compute s nad M is given in Table 3.,5. 1In

Fig. 3.10, we see that a 25 element 5 x 5 space-time ~.tenne grid is possible.
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TABLE 3.5 ﬁ

ROUTINE TO_COMPUTE S & M

##4COMPUTES STEERING VECTOR AND COVARIANCE MATRIX###

DO 150 L=1,LMAX
ARG=21P 1 #(MAPT (L) #V(0)#T+MAPS (L) #D#*SIN(TH(0))) /LMDA 1
STAR(L)=CMPLX(SQRT(P(0)), 0. 0)#
1 CHMPLX (COS(ARG), SIN(ARG)) i
CONT INUE
WRITE(S, 159)
FORMAT (- STEFRING VECTOR CCOMPUTED /) ;
DO 200 Li=1, LMAX 1
DO 200 L2=1, LMAX

IF (L1==L2) COV(L1,L2)=CI"*LX(N, 0. 0)

IF (L1#L2) COVI(LL,L2)=(0.0,0. O)

DO 200 M=1, MMAX

ARG=24#PI* ( (MAPT(L2)-MAPT(L1))#V(M)%T+

1 (MAPS(L2)-MAPS(L1))«D<+SINCTH(M) ) ) /LMDA

COVLL, L2)=COVILL, L2)+4CHCLX(P (M), 0. O)#CMPLX(COS(ARG), ~SIN(ARG))
CONT INUE

DO 202 LL1=1,LMAX

DO 202 L2=1.LMAX

COV(L1, L2)=(-1.0,0. 0)*COV(L1, L2)

IF (L1==L2) COVI(L1,L2)=COVILLI,L2)+(1.0,0.0)

CONTINUE

WRITE(S, 205%)

FORMAT (© COVARIANCE MATRIX COMPUTED ‘)

OPEN(UNIT=20, FILE=' STEER. DAT )

FORMAT (2F)

DO 310 L=1,LMAX

WRITE (20, 300) STAR(L)

CONT INUE

OPEN(UNIT=21, FILE=’ COVAR DAT’)

DD 320 Li=1,LMAX

DO 320 La=1,MAX

WRITE (21, 300) COV(L1,LD)

CONTINRUE

OPEN(UNIT=22, FILE=" ANTMA&® DAT’)

DO 350 L1=1, LMAX

WRITE (22, 330) MAPS(L1),MAPT(L1)

FORMAT (21)

CONTINUE

STOP

END




a4

With 10 LEDs, we can represent 10 steering vectors and 10 adaptive weights. Since

complex-valued data is necessary, cach element requires four bipolar entries, the
plus and minus reat and imaginarv parts of each vector or matrix element. With the
time-sequential bipolar data technique (Sect. 3.2), onlyv two values are necessary
per cvele per element. Thus, for each scenario, we can use 5 of the 25 possible

samples In the 2-D (n,n') matrix antenna model of Fig. 3.10.

From he APAR .1, FOR routine, we obtain a 2-D to 1-D mapping of (p,n') into

-, with any 5 of the 25 possible 2-D sampled matrix positions in Fig. 3.10 possible

hiculead

for entry into the IOP. The third routine in the basic simulator is ITER.1., FOR

(Table 3.6). This implements the vector-matrix iterative equation

w = (1 - M) w, + sk 3.18
W, L-Mw +s (3.18)
in the form
]
W, = w, - {Mw, - s 3.1
=i+ 1 -1 (4 -i = )’ (3.19)
3
where in (3,19), M yi is the new vector-matrix product, M Ei - §' is the ditference
that is to be reduced to zero and « is the acceleration factor. We discuss selection

of « in Sect. 3.5 and its choice in speeding convergence of the algorithm and in
forcing the algorithm to converge. In general, if the eigen-values are small, : is
chosen large, since this increases the eipen-values and makes convergence faster.
Converselv, if the eigen-values are large, i.e. - 1, i is chosen small to decrease all
visen=values to be less than 1 thereby insuring convergence of the iterative algorithm,
[i one noisce source is much larger or smaller than another, large and small eigen-
values will result and we must thus scale the matrix M such that the largest eigen-

vialue fits within the dvnamic range of M and such that all eigen-values are less than

. Wien the dvnamic range of the eigen-values is large, a loss in svstem noise




e

00100
00200
00300
004035
00502
004D
DQ700
008¢CD
009090
01009
01100
01200
013CH
014C0O
015C0
01609
01700
01809
019CO
02000
0213)
022290
02350
Q24Q0
02500
026C)
027Co
028GC)
022C)H
030C0
031CO
032CH
033CO
034CD
0350
03609
03700
03809
03900
040CO
041029
04200
04200
044CO

CICI OGO

OO0

—

(8]

13
14

- 108 -

TABLE 3.6

ITER.1. FOR ROUTINE

##2THIS PROGRAM SIMULATES TH<Z IDEAL APAR ITERATIVE
PROCESSOR ANDO EITHER PRINIS THE WEIGHTS AT EACH ITERATION
CR DISPLAYS AN ISOMETRIC PLOT OF THE FAR FIELD PATTERN. #3

INTEGER L1,L2, LMAX, INCRE, ITER, K1, K2, KMAX
INTEGER TEST.DISP, MAPS(1:20), MAPT(1: 20)
REAL PI. T.D,LMDA

REAL ARG

REAL F(0:64,0: 64)

REAL RATIOD1,RATIOZ2

COMPLEX STAR(1:20),C0OV(1:20,1:20),W0LLD(1:20)., WNEW(L1:20)
COMPLEX E(O: 64,0:64)

PI=3 14159

T=0. 001

D=0.5

LMDA=1. 0

WRITE(S,1)

FORMAT(/ ENTER LENGTH OF VECTOR AND THE DISPLAY INCREMENT®

READ(S, 2) LMAX, INCRE

FORMAT(21)

OPEN(UNIT=20, FILE="' STEEW. DAT’)
FORMAT (2F)

DO 4 L1=1,LMAX

READ (20, 3) STAR(L1)

CONTINUE

OPEN(UNIT=21, FILE=' COVAR. DAT ‘)
DO 5 L1=1,LMAX

DO S5 L2=1, LMAX

READ(21, 3) CcovLl,L2)

CONTINUE

WRITE(S, 10)

FORMAT (' TYPE 1 TO PRINT W AND O TO PLOT E )
READ(S, 12) DISP

FORMAT(I1)

ITER=0

OPEN(UNIT=22, FILE=' ANTMAP. DAT )
DO 14 L1=1, LMAX

READ(Z2, 13) MAPS(L1), MAPT(L1)
FORMAT (21)

CONTINVE
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adaptivity mav result by the above reduction process Lo accommodate the dvnamic

range o the M masc. This issue will be addressed in later phases of this work.

The routine ITER.I!. FOR, reads the disk data from the output o7 APAR.Y. FOR,
calculates the Ei and also E() at each iteration due to the present Ei cetimate.

The latter operation is performed by the routine in Table 3.7,

Many sample noise scenarios were run using this simulator, In all cases, the
isometric outputs of the E() adaptive antenna pattern are shown after different
numbers of iterative cveles, For the different cases to be described here, the
output F( ) antenna pattern that results from the applied adaptaive weipghts are
shown after 100 iteration cveles. We tirst consider the case of adaptivity in

e . 50 . .

onlv. We assume one noise source at 12 and the signal or steering vector at
L0 . . .
45 with receiver noise power I' = 0.1 and noisc power Pl = 0.4. The results are
r
S . - . . - 50

shown 1o Fig. 3.11 after 100 iterations. The pattern shows a null at 127 (the
angle of the noise source) as expected. |, In Fig. 3,12, we show similar output

. . . o0 0 . ,
results for che case of four noise sources at +30° and +60° each with power P = 0.1
tor the case of a boresight steering vector after 100 iterations. Azain pood re-

sults are observed using the iterative algerithm., Nulls appear at the four correct

noise source angles in the adaptive pattern shown.

_ . 0
We next considered the case of three noisce sources ot v = 250, - = =45
- -0 ) . _ L
v o= 250, = +45; and v = =250, - = 445 . Yor these cases of a pattern with

noise sourcves at difrerent angles and frequencies, 2-D adaptivity is required.

Atter comput ine the associated M and the resultant adaptive weights, the resultant
adaptive antenna pattern 1) shown in Fie, 3.13 was obtained. This pattern shows
nulls at the correct velocity and anvle coordinates correspording to the three noisc
sources noted above. Tt is thus in excellent apreement with the results predicted

by theorv.,

-~

TR
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TABLE 3.7

ROUTINE TO COMPUTE E (‘)

###THIS BLOCKR COMPUTES Thr ADAPTIVE ANTENNA WEIGHTS:a#

DO 15 L1=1, LMAX

WOLD{L1)=(0.0,0.0)

CONTINUE

DO 50 L1=1,LMAX

WREW(L1)=STAR(L1)

DO 50 L2=1, LMAX

WHEW(L1)=WNEW(L1)+COV(LL. L2)+WILD(L2)

CONTINUE

IF (MOD(ITER, INCRE)Y#0) GO 7O 87

IF (DISP==0) GO TO &2

WRITE(S, 52 ITER

FORMAT (* ITERATION # ‘', 1D

DO &0 L1=1, LMAX

WRITE(S, 55) WNEW(L1)

FORMAT (2F)

CONTINUE

GO TO 79

###THE FOLLOWING SECTION CALCULATES THE FAR FIELD
ANTENNA PATTERN AND PROCUCES AN ISOMETRIC PLOT###

KMAX=64

DO 72 K1=0, KMAX

D 72 Ka=0, KMAX

E(Ki, K2)=(C. 0,0.0)

DO 70 L1=1, LMAX
RATIO1=FLOAT{K1) /FLOAT (AIMAK S
RATIO2=FLOAT(K2) /FLOAT (KM1%4X)

ARG=2x#PI# (MAPS(L1)#D#SIN(PI#(RATIO1-0 5))+
1 MAPT(L1)#(RATIG2-0. 5))/L.MDA
ECAL, K2)=E (K1, K2)+WNEWL1) #CMPLX (COS(ARGY, —SIN(ARG))
CONTINUE

FOKL, K2)=REAL(E(K1, K2)#CONJUG (E(K1, K2)))
FOR1, K2)=5+AL0OGIO(F (A1, K2))

CONTINCE

CALL PLOTZ2D(64, 64,F)

WRITE (5, 80)

FORMAT (/ TYPE 1 TO CONTINJUE IT-RATION’)
READ(S, 85) TUST

FORMAT (1)

IF (TEST==0) STOCP

ITER=ITER+1

DO 20 L1=1,LMAX

WOLD(L1)=WNEW(L1)

CONTINUVE

GO TO 16

END
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This simulator is thus a veneral routine with increased tlexibility and
increased real-time user interactivn that includes additive receiver noise, the
ability to cvompute My I = M, the {terative weights Ei at cach iteration and the
resultant E() adaptive far-field noise pattern that results rrom the given Wy
and 5. An advanced version of this simulator includes the erfects of additive
and multiplicative neise error sources in the hardware 10P, computes the additve
welghts and E() with and without these error sources, the processing gain or
vutput SNR o7 the antenna pattern and hence the effect of TOP error sources on
the performance of the APAR svstem. We describe a demonstration of this advanced
simulator in Sect. 3.6 to analvze the accuracy and performance of the I0P labora-

torv demonstration experiments.

3. SVSTEM OPERATION

In this section, we consider several different aspects of the 10P svstem and
their offect on the svstem's design and its performance. 1n Sect. 3.5.1, we describe
the setup of the [0P, measurements of jts accuracy and the corrections emploved in
the experimental svstem assembled. In Sect. 3.5.2, we discuss convergence of the
1OP, selection of the acceleration tactor « to improve the rate of convergence and
how to determine « from the cigen-values of M, Simulation results are then included

to verity these issues,
3.5 Svstem dalibration

Upon receivines the ditterent svstoer components and assembling the 10P, we per-
reed comy component and svster cnecks and catibrations.  In this sub-section, we
rivhlicht the major calibration tests and the eventual corrections used.  In ecach
case, special micro=processor sub-routines were written to provide the {ndividual

required svstem and component tests noted.
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‘ We first measured and corrected for the LED non-uniform saturation levels. #
' 1
A A test was made by pulsing each LED on in sequence for 256 x 4 - 1 msec (the PWM 1
width corresponding to the largest input value). With no P2 mask present, the ten ;
tiber optic outputs in each row were measured in sequence with the detector butted i

against the mask. An array of 10 x 10 = 100 voltage values was then obtained.
; The current into each LED was then adjusted such that each LED produced the same
10 photo detector voltage output readings of 5 volts corresponding to one half the

< saturation level of the output from the detector board. This ensured that the system

A was operating in its linear range (one half of saturation voltage). These LED

corrections were then entered into a RAM in the micro-processor electronic feed-

4 e awlke

back svstem and used for all future corrections.

U OO IV

i After these corrections were made, the residual system errors were measured.

For the 100 output photo detector readings after RAM correction of the LEDs, we
measured a standard deviation in the data of 0.093 with a mean value of 6.065.
This corresponds to a non-uniformity of 0.8%. In our advanced simulator, we in-

cluded this as a multiplicative error in the mask transmittance. This measure-

ment and correction technique corrects for the differences in LED saturation levels
and the differences in transmittance of the different fiber optic rows. This

10 = 10 = 100 element error matrix with 0.8/ non-uniformity could be corrected for
bv a fixed mask in contact with the B matrix at PZ. However, computer plotters

and other optical film recorder svstems to which we presently hive access cannot

correct for such an accuracy of less than 17 in amplitude. In the latter phase of

C e ————

this project, we will use our film recorder to produce a correction mask to the
necessarv accuracy,  Many svstem corrections are necessary to the {ilm recorder

! betore this performance is possible however.

we then measured the total output detector noise. This measurcment was per-

formed with no tight incident on the photo detector and with coaxial cable connected




to the detector board outputs. We measured a 10 mV peak-peak variance. This

represents the temporal noise variance on a fixed noise pattern. The latter

noise is removed by the 2-cycle sequential subtraction technique used. The former
temporal noise represents an 0,167 error source, We entered this noise error
source as additive noise into our advanced simulator to determine its effect on
the computed weights w, and the resultant E(‘) adaptive antenna pattern. To do
this, we produce a random vector with a peak-peak noise of 10 mV and add this to
the vector-matrix cutput. This low measured value of temporal detector noise is
so small that no additive noise distribution (Gaussian, e¢tc.) noise modelling and

analysis was performed. The peak detector voltage is 6V and its LDR is 625:1.

We then measured the linearity of the svstem by increasing the LED pulse width
from 0-500 usec (with 100 mA drive current used) and measure the photo detector out-
put. The linearity of the system was essentiallv perfect as expected because of the

excellent linearity of the external integratcr used.

A svstem light level budget analysis was then performed to determine the LED

power necessarv, We denote the output detector voltage by
V = RP"t/c, (3.20)

where R is the responsivity of the detector (0.5 A/W), P is the input power from one

LED, ftqu =4 x 128 = 512 500 sec is the maximum input pulse duration, and C = 0.75
pF is the external capacitor used in the integrator. For V = 5v (saturation of the

. -6 . . .
photo detector), we find P = 1.5 x 10 W oof power from one LED to be necessary (one

LED on is the case to be considered for saturation of the output detector for normal-

. . . . . “ -3 . .
ization). The LED used provides 1.5 x 10 W oof intensitv. However, a large (approxi-
mately a factor of 10) loss occurs in coupling the LED outputs to the Viler ontic
connector.  This is due to the 0.1"  spacing used between the 1LEs and the tiber optic

connector.  This spacing was chosen to improve the uniformity of the light into cach
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fiber optic bundle. An additional factor of 10 loss occurs when the LED drive
currents are adjusted to produce equal outputs. The quartz window on the
detector and other losses add to reduce the light reaching the photo detector.
We then adjusted the pulse width such that a 5 volt saturated output voltage was
obtained from the photo detector when T = 512 }: sec was used. The above values
satisfy these power requirements and sensitivity values for the system and were

thus used in the final design.

These additive 0.167 and multiplicative 0.87 residual errors left after

RAM correction were then used in the advanced simulator and a mean square error

in the adaptive weights of 0.17 was computed. This small error in the W, due
to the residual additive and multiplicitive noise error sources is so low that ]
it is expected to produce no significant effect. We discuss this issue further t

in Sect. 3.6. We note for now that the range or spread in the eigen-values of
M can effect this, that additive noise (detector) can effect the maximum eigen-
value, and that multiplicative noise (mask) can cause stability problems and

oscillations.

3.5.

ro

I10P Convergence

In formulating an I0P solution for the space and time adaptive APAR problem,

we write the L receiver inputs (complex-valued) as

- T )
x = .xl, e e e s xE] . (3.21)
[

~d

where the 1. choices can be any of the Ng Nt space-time taps in the 2-D antenna arra)

model. The covariance matrix




T T e

- 118 -
is then computed. We then estimate the largest eigen-value of M from

L I.

max  |i=1 j=1 ‘Mij- .

The TOP then computes

= + fg* - ;
e+ 1T % (ic M&k)

= (_I, - M) Ek + osT.
For (3.24) to converge to the solution
w=t" s,

we require the eigen-values * of M to satisfy
q , b

0~ |1 -0 1
for . =1, . . . , L. For maximum monotonic convergence at the fastest
rate, we choose
= 1/?
max

and we approximate the number of iterations k necessary by

k l/log(l - Prw),

max

where Pr is the receiver noise.

R N At siinien 4

e A T

(3.23)

(3.2

I~
—

(3.25)

(3.26)

possible

(3.27)

(3.28) i

To prove (3.27) and (3.28), we consider a two element antenna with receiver noise

power Pr and a single wide~band jammer at " with power P

B For this case
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sl > 3
Pr + Il }1 exp (+j1)
M= :
P -3y +
1 exp (-jV) Pr Pl
where ; = (2°d/}) sin *. The eigen-values *» of M are the solution of
F ; det[M - I}] = 0

for the case in (3.29), the solution of (3.30) vields

y o= v/ 2 _p2_
) TP rR e P 2p P,
LN
]
V/' 2 2
o= - - - 2rP P,

’1 "2 Pr * P1 (Pr * Pl) Pr 2 rl
.

K
L If Pr Pl,

.

; S +
» I
E XZ pr
&
’ >

i If Er Pl'

)] = = +
1 XZ pr pl
'n the usual case, Pr o Pl’ and (3.26) and (3.31) vield
0~ .(ZP + P ) <2,
1 r
or approximately
0 21P1 < 2,

!

i
- or for =1 (no scaling)

) .
Il 1.

(3.29)

(3.30)

(3.31a)

(3.31b)

(3.32a)

(3.32b)

(3.33)

(3.34)

(3.35)

(3.36)

ey




f—

e 4

-
e —— e

- 120 -

Continuing the proof of (3.27) and (3.28), we next determine » for this
case. Since M is Hermetian, )qu is given by (3.23),
= 7 = i .
Apax = 2Pt P 1 (3.37)
for Pr RN PI' For the case of one jammer of power Pl and I adaptive weights each

with noise Pr,

) =LP + P . .
I S (3.38)

We next consider the k-th iterative estimate of the weights Yy and compare it

to the final steady state solution w to determine the choice of  and its relation
N . h . . ) T ek =

to Y. For a boresight (* = 0] target direction, s* = [1, 1] and ns* = [+, ~] and

we find

Y COE ) I PO 10 1Y YT L P W SR Ll
Z(PlPr + Prz) 2 2, |
h pi-e Y er, o o) i o) o o) 1 sk
| Z(PlPr + Prz) 23, 2, _
(3.39)
Substituting (3.32), we find that as k approches infinity, the terms in k approach

zero and in steady state

- j ‘y' 5
Pl(l - e )/ZPIIrj

+iy )
Pl(l e )/ZP]Pr‘

-—

(3.40)

Comparing (3.39) and (3.41)), we see that for a rapid convergence we can set the accel-

eration factor in (3,24)

i)

1/ =1/ (3.41)

max 1’

. . . . . \k -
as (n (3.27). Then, the terms in (1 - .~]) ! in (3.39) equal zero. The remairing
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transient terms in (3.39) become

. N =k -1 L
[l - exp(i]‘)] l:l - ‘2/.*1 /21’lr (3.42)
and are thus decreased in magnitude (after k iterations) bv the factor
Y.xl(l - )‘2)/(:‘1 - 7.2)-]1(
1 - 1 -2./>. )1
(=)l
As ;l approaches ?2, the choice in (3.41) most improves the rate of convergence of

W, to the steadv state solution in (3.40),

Having derived (3..27), we now consider the proof of (3.28). We first find
the performance measure of our adaptive array as the SNR, the ratio of the power
in the direction of the target of strength PO to the sum of the noise power in
the antenna due to the M noise sources of strengths Pm at angles Tm' Thus, at itera-

tion k of the I0OP,

SNR(WY =

In (3.44), we denote the antenna pattern at iteration k by Ek(”). This is easily
found from the weights w, at iteration k by a simple Fourier transform as

‘ o o A . ,
Lk(“) =l wk(-) eXp ;(—JZ“-d sin w)/:_. (3.45)

In our performance measure of the use of the 10P svstem, specificallv the iteration
technique, we define the process gain PG of the svstem as the improvement obtained
in the antenna SNR as a function of the number of iterations. We thus define PG(k)

as a ratio of the SNR at iteration k to the initial SNR at iteration zero, i.c.

1y = SNR(K) ,
PG(Lk) SﬂNR(O) . (3.46)

e AP <2 - e = i+ o - - -

1



We now consider the proof of (3.28) bv considering the effect of the choice
of - on PG, We denote the number of iterations necessaryv to achieve the given
PC without scaling byv kN and the number of iterations necessarv to achieve the

same PG with scaling by kg. Then, from (3.43), we can relate kq to kN bv

4 N -
: Kk = ky 1o l;__4ﬁ3 (3.47)
S log {1 - ‘7/’1)

i where ‘1 and *, are the largest and smallest eigen-values of M, 11 and 32

£

.“i are less than 1: from (3.32), 92 = Pr for 11 + »,3 and from (3.27), )l = 1/,

.o -

L‘ ' This shows that

g

3 1

R k 1

S =S = . (3.48)

S - P_.

o ky  Tog (1 . J

F‘J Thus, choosing = 1/>l will cause a shift in the PG versus k graph. This also
verifies (3.28) and shows the proper choice of + is most important when Prx =1
or o, : . In other cases, choosing « = 1/» speeds up convergence bv de-

min max 1

creasing the number of iterations aecessary by the factor

' 1(&{] - um\in/_‘xl.laxi . (3.49)

log( 1 - in

»
We next investigated the above issues using the simulator (Sect. 3.4)., We first
. - . - - L . 0
consiuvered the effect of scaling on PF(k) for the case of one jammer at 107, We
‘ g assumed roceiver noise Pr = 0,001, signal power PO = (0.001 and different noise inter-
'
; Lereace powers PI = 0.1, 0.0l and 0.001. We calculated PG(k) with and without scaling
"
l’ versas iteration number k. For these scaling cases, we used + = 1/\] and for the '
i other cases = 1. In these cases, Cax WS less than 1 and scaling by« only affected
\ HED
t the convergence rate rather than whether the 10P would converge to the steadv state




solution. In all cases, the use of scaling improved the number of iterations
necessary for the svstem to converge to steadv state. In Fig, 3,14, we show
one example of the outputs obtained. In all cases, PO versus k with scaling

produced a shifted version of the PG versus k curve with no scaling as predicted

2

by (3.47) and (3.48). In Fig. 3.14, “l = (.05 and +, = 0.00] and we “ind kq = 0.05

kn in (3.47). Fig. 3.14% shows that in this case, the use of scaling improves the
number of iterations necessary for convergence to steady state by a factor of 20
or 1/0.05 in perfect agreement with theorv. In the case of Pl = 0.001, an even
larger speed up factor of 125 was obtained. The null depths obtained in the three
cases were 48, 20 and 11 dB for the cases of decreasing jammer noise Pl = 0.1,
0.01 and 0.001.

In general, we expect Pm " PO. Also, In many cases, we must choose  to
ensure that the I0OP converges to steady state. This case arises when i.
max
From (3.39), for the case of !ive adaptive elements, as in our antenna nodel,

max

. .- \ . . _
will Do greater than b oif FI : (] - Pr}/j. I'o aldress this case of - 1 there

is a relaxation factor rather than an acceleration parameter as in the case when
1), we chose Pr = (.01 = PO and PI = 0.1, 1.0 and 10.0 - PO. The resultant
PGoversus k graphs are shown in Fig., 3.15. These data show that the k necessary toe
reach steady state increases as P] increases. Likewise, the null derth obtained also
increases with k. These results are as expected. In this case, the (1 - Pr) clgen-
- . . k .
values of the svstem increase due to the scaling and the (1 - Pr terms in M de-

crease less rapidly.,  Other analogous cases were sinmulated and showed the same trends

that increasing Pm is similar to decreasing Pr since both increase k and Pe(k).

We also investigated the PG or null depth possible tor different separations

0.01.

between the target and signal for the case PO = 0.0l and Pl = 1.0 with Pr

Scaling was used and the results are shown in Fig., 3.16 for *he case of k 1000

and difterent angular separations - between the taryet (beam steering direction)
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and the jammer., These data show that the null depth or PG obtainable decreases
as {* decreases as expected and that the system provides adequate nulls and SNRs
for & > 10. Finally, we investigated the performance of the IOP system with
multiple jammers (M = 1-7) at SO increments centered at 30O with P1 = 1.0 >> PO =
Pr = 0.01. We found PG in steady state to decrease as M increases as expected.

The initial Ek(() patterns were calculated and plotted for the seven jammer case.

The E({') plots showed clear nulls at the noise sources as desired.

These simulations verify the use of the I0P and the simulator and the impor-
tance of proper selection of ‘« and its effect on the performance of the APAR pro-

cessor :through SNR, PG and number of iterations k necessarv.

3.6 EXPERIMENTS

We now consider one detailed T0P lab demonstration experiment. In Sect. 3.6.1
we describe the noise source scenario and the associated 2D-1D antenna model used.
The case of an APAR processor with adaptivity in space and time operating on complex-
valued data is chosen. In Secct. 3.6.2, expressions for s, M, and w and the associated
optical masks are described. In Sect. 3.6.3, experimental 10P laboratory data on the
optically computed weights is presented and compared to the exact values obtained
by simulation. The performance of the IOP system for APAR is best obtained bv computing
the resultant E(®) adaptive antenna pattern produced by applving the optically computed
weights to the antenna. The SNR obtained ard the depth of the locat:ion of the nulls
produced by the adaptive system is the performance criteria used. To assess the accu-
racy of the optical IOP system, the theoretical SNR and null depths for a perfect pro-
cessor and for a processor with the I0P errors were digitally calculated. The additive
and multiplicitive noise error source values measured for the 0P (Sect. 3.5) were in-
cluded in the advancel simulator model. The E('), SNR and null depths as well as PC

expected from the 0P with its given accuracy are computed and compared to the exper-

imentallyv obtained data.

oy




J.6.1 Noise Scenario

The APAR noise scenario chosen was one noise source (jammer) with power

Pl = 1.0 located at Y 0° with a velocity vy T 0 relative to the antenna.
The receiver noise power was Pr = 1.0 and the signal power PO = 0.1 and thus
PO : Pl' We assume that the signal is at “0 = 45° with vy = 250 relative to

the antenna. A 5 x 5 antenna model with N = 5 taps (five antenna elements)
and N' = 5 time taps for the signal received at each antenna element was used.
We assumed a two element antenna with spacing d = »/2 = 0.5 or > = 1 and time
delavs between taps of At = T = 0.0005 = )/Avmax corresponding to a maximum
taryet velocity of 500 as described in Sect. 3.4. The four adaptive elements
chosen from this 2-D antenna model were two adjacent antenna elements with two

adjacent time taps from each. The associated 2-D and 1-D mapping is shown in

3.6.2 M And Mask Determination

The covariance matrix

M=z (t) z (t) (3.50)
with elements
-Tij =z (t) 2 (t) dt (3.51)
was computed in our simulator assuming a narrow-band jammer, uncorrelated receiver

noisce and signal power P much less than the noise jammer power P

0 1°

obtained (complex~valued clements) is

The matrix M
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Figure 3.17 2-D to 1-D antenna model used for scenario.




(3.52)

yo The largest eigen-value of M was then determined as

4 4 *
D = 7.48 =2 . .
max ~ Vif1 j=1 Mij My 0 70d ] (3.33)

The acceleration factor used in the I0P was chosen as
wo=1/Xx = 0,13, (3.54)
max

The complex-valued M in (3.52) was then partitioned into its real and imaginary

bipolar part. Mr and Mi and these were arranged as

110
110
1to
0
2

N = =

- (3.5%)

- 10 © © O
N o~ R, O © O ©
o

00 0|
000041
000011
|l poooj1 11 2_|

— =t
e
PO = =

The optical mask B was obtained from H = T - M

bv scaling H by dividing its elements
by (h - h) = 2 and then biasing this up by addition of b/(ﬂ - h) = 0 to each element,
where hoand h are the maximum and minimum values of the elements of H. The optical

mask is thus described by




—-—— e

The optical mask corresponding to (3

accurately photoreduced. A photograph of

it is shown in Fig.

Figure 3.18 Photograph of the optical

mask.

3.

.56) was formed by 5 computer plotter und

18.
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The steering vector for NO = 0° and Vo = 0 is
r—().aa + 90,62
0.99 + jO.27
s* =1 0.62 + j0.84 (3.57)

0.27 = j0.99

1t is easily decomposed into its real and imaginary parts as

v = {s% g% =
= -r > —1

B {:0.94 0.99 0.62 0.27 0,62 0.27 0.84 —0.9%] T. (3.58)
L

This vector was electronically entered into the micro-processor electronic feed-

back svstem of the IOP with the necessary scale, bias and acceleration factors.

3.6.3 Experimental Data

The above vector and mask c¢lements were entered into the IOF system. The
initial starting value used for w (the initial LED outpu:s at the first iterative
cvele) was

= 0", (3.59)

W, .
—init, k =

The 1OP computes
x(k) = x(k = 1Y + [y -H x(k - 1)] (3.60)

tor cach iteration k where all narameters iare bipolar. With eight elements for N

and x and an % x 8 mask for H, the e¢ight x outputs at iteration k are

s = o, o vt (3.61)

whoere Xy mx, and NomXg correspond to X and L respectively because of the data format
+ b by - -

uscd.  The complex-valued output weights w(k) at iteration k,
e

1

\ (3.62)

(!

(k), w,

wi(k) = . w (k) Wy (ke v, ,

1
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to be applied to the four time and space taps in Fig. 3.17 are computed from the

xl-x8 outputs in (3.61) as
= X 3 < (3.63a)
wll(k) x](k) + st(k) a
WIZ(k) = XZ(k) + jx6(k) (3.63b)
w?l(k) = XB(k) + jx7(k) (3.63c)
w, (k) = =, (G + 3xq(k). (3.63d)

3.6.4 Analysis

In an actual system, the weights would be applicd to the z{t) = [}11(t),
le(t), 221(t), zzz(ti]I‘ antenna outputs and the results added to form the

antenna output
2 2

v (t,k) = z, (thw, (L), (3.64)
out ij ij

i=1l j=1

In Fig. 3.19, we show the experimentally obtained outputs corresponding to

the x(k) data obtained from the I0P after iterations 0, 5, 50. These scope outputs

-

are the x(t) = [%l(k), e e e xg(k-):}1 outputs from (3.60) at k = 0, 5, and 50,

The experimental values and the exact values predicted by theory are listed in

Table 3.8. From the steady state (k = 50) values given, we find an rms error

B-i(kﬂ'r [i-i(kﬂ 1/2 (3.65)

of 0.26 rms or approximately 0.1 of a division on the scope displavs in Fig. 3.

-

19.

YT vy .
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ANTENNA WEIGHTS IN STEADY STATE (k = 50)

I r i
i ! Parameter i Experimental Theoretical (Fxact) }
. | 1
! '
; X i ~-0.9 -1.0 !
i Xy jﬁ 0.65 0.76 |
i 1 —"
ot ! : ! 0, ! !
\ ) g j .35 0.4 ;
a | i f ‘
*l X X, : 0.1 ! 0.05 '
; .
. i i ﬁ
1 : X, 0.3 | 0.46 |
i i i i\ i
o : *6 i " | : |
. T )
‘q ! X5 ' 0.75 J 0.65 !
! b —— ] ]
4 ! , j \ l
' Xg i ~1.1 X -1.1 #J
L i il
.
We then computed the adaptive antenna pattern i(*,v) produced by the theoretical
(exact) data and the experimental data, as our comparison measure we use the antenna
SNR
Py E(r0,va) "
SNR = 5 E - ,v 5y . (3.66)
ASRMTE
The experimental cata pave on SNR = 14,79 dB, whreas the exact theoretical values gave
. an SNR = 14.95 dB., These are in excellent agreement. We¢ then used the advanced sim-
)
ulator with the additive and multiplicative svstem errors included and found an SNR =
) - . . A . :
i 15 + 0.75 dB, Thus, the experimental data is well witlir the range nredicted by the
1
“w

neasured svstem errors and is in excellent agreement with the theoretical values, with

\ an error between experiment and cxact theorv of onlv 0,16 dB.
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+1

Figure 3.19




3.7 SUMMARY AND CONCLUSION

The 10P concept for APAR processing has proven to be most excellent The
highlights of our recent work on this approach to APAR processing arce summarized

below.

(1) Design and fabrication of a new IOP svstem with fiber optic
interconnections, pulse width modulation and a microprocessor
electronic feedback system (Sect. 3.3).

(2) Use of a new technique to allow the I0P to operate on complex-
valued data (fect. 3.2.4).

(3) Development and demonstration of a new 10P simulator, antenna
model, and 2-D to 1-D mapping with sp-ce and time adaptivity
and including IOP error sources (Sect. 3.4).

(4) Demonstration and measurement of the excellent accuracy of the
10P system to be less than 0.87 and with less than 17 error in
the antenna SNR obtained (Sect. 3.5.1).

(5) Development and demonstration of a new technique to ensure
convergence to the steady state solution and fast convercence
of the I0P svstem (Fect. 3.5.2).

(6) Real-time demonstration and analvsis of the laboratory IOP svstem

tor antenna adaptivityv in space and time (Sect. 3.6).

The weights and antenna SNRs obtained experimentally were within 17 of the
theoretical limit, This excellent system performance in the IOP laboratorv system
fabricated representsa major new optical data processing architecture that appears to

be quite attractive and useful for APAR processing and other applications.
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CHAPTER WAVELENCTH DIVERSITY PROCESSOR

4.1 INTRODUCTION

In this chapter, we consider the use or color to provide an added dimension
to optical processors with attention to their applicabilitv to various aspects
ot the APAR problem. 1In Sect. 4.2, we provide a genera! overview of the wave-
length diversity processor. Specific details on the design of the svstem we
asscembled are provided in Sect. 4.3. The original reason L6} Ltor
considering the use of a wavelength diversity processor was to allow complex-—
value.! data to be efficiently processed in our non-coherent processor [5]

In Sect. 4.5, we review and summarire the various possible techniques for complex-
valued data processine in non-coherent systems. The specific use of the wave-
"engih diversity processor in processing complex-valued data is then addressed

in Sect. 4.5. A new technique is introduced in Sect. 4.5 that produces the
complex output dircctly, without the post processing required in the svstem we

previously described 5],

In subsequent sub-se- tions, we consider other advanced aspects of this
wavelength diversity porcessor for various APAR operations. Included are the
svstem's use as a multi-channel '-D vector-matrix convolver (Sect. 4.6), a
matrix-matrix mu.t1, Vier (Sect. 4.7), a2 matrix inverter (Sect. 4.8) and &
covariance matrix  computer (Sect. 4.9). Experimental verification and

demonstration are included for the applications in Sects. 4.5 and 4.7.
GENERAL PROCESSOR DESCRIPTION

The gencral schematic for the wavelength diversity APAR processor is

shown in Fig. 4.1, The input at P\ can contain I Yinear laser diede (LD) or light
¢

cmitting diode (LED) arrays, for a coloreseparated wideband light source and 2-D

spatial light modulator (SLM) Lvstem],
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. - Fig. =.1 Schematic of the wavelength diversity AP,R processor.
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cach emittir, at different wavelengths 1 = 0 to AI s Advanced LD technology ]

[23, 24} and advances in optical communications [25] appear to allow fabrication

ivadti o

of such an input LD array. In the system shown, the output light from each LD
arrav is spread horizontally (to uniformly illuminate each row m of the mask at

PH) and imaged vertically,

We denote the output from PA by a and the transmittance of the mask
1-

at P bv b . Leaving P
mn

B we find the product o a . DNote that

’
B mn m

the light rom each linear LD array is combined in PB, thus superinpesin ot

input colors *  and hence providing essentially wvhite licht illumination of ',

1
aorizontallv.  Behind PB, we place a grating that separites the different input
wavelengths * . horizontally in PC with all KO light going to output PO, all ?1,
light to Pl‘ wte. at PC. Plane PB is imaged onto PC. The linear detector arrays
at P( have gufficient eight so that the rows of P_ are imaged within each detector
. 12
element it PC' This provides the summacion over m of the P, outputs.
: ¥l
The final P, output is thus
M
SN = b a (4.1)
n mn m
m
:
where P_ in Fig. 2.1 is Con® P1 is Cip * ete- We will use a, b and ¢ to denote

optical values and x, H, and y to denote data values in this chapter.

The PC output plane thus contains L linear 1-D detector arrays each with
N elements, or equivalently one L + N element arrav. This 1-D output detector
topology is preferable to use of 2-D arravs, both from fabrication considerations
and from the ease with which appropriate horizontal spacings between the PO, P1

cte. sections of the PC array can be achieved (compared to the ease in obtaining

the necessary vertical separations between rows ot a 2-D arrav or between verti-

callv stacked 1-D arrays).




.
i

The general format for P_, P

A B and the data incident on PC is shown in
I'e .

Fig. 4.2. As shown in Fig. 4.2, P\ has L elements horizontally and M elements

i

vertically. We denote the width of e¢ach element (LD width) hy Do their center~

<

to-center horizontal spacing by .Pq and their vertical spacings by v, The

horizontal size of the PB miask is denoted by fpb and the vertical (as well as

horizontal) size of an element of PB is chosen as "v  (this allows 1:1 imaging

vertically of PA onto PB)- The pattern incident on PC is shown in the bottom of

Fig. 4.2. It contains L 2-D patterns each of M X N elements. LEach of these

*and the

M X N patterns incident on PC is the product of one column of A at one

P k.
p mas

il

The center-to-center separation between cach M X N array is  "p_. The
¢

PC detector with its long height integrates or sums the M outputs in each

a

column at P(. In Sect. 4.3, we will relate the *p and &p parameters in Fig. 4.2

to the svstem's design factors.

In Fig. 4.3, we show the functional block diagram of the wavelength diversity
processor of Fig, 4.1. The system thus forms at its output the products of L

.t
input vectors a and the matrix B.

r—— ®-————--|'x SEPARATION | —~-i e
1 — .

| b

mn

LN P

Fig., 4.3

Functional block diagram of the wavelength diversity APAR processor.,
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Betore describing the assembled system and its parameterization and design,

we discuss an advanced version of the svstem in which three matrix masks EO’ §]

and B, (with center-to-center spacing “P ) are placed at P, (Fig. 4.4). Consider
- [§

[

Y Y Y
tie casce o three lincar LD input arrays a a, and a, each emitting at a different

0’ "1 2

(Fig. 4.4 top). Each LD's output is spread horizontally to illuminate all of

PB and cach linear LD arrav is imaged verctically onto PB. The PP output is again
J

passed through a grating that separates the colors. The spacings between the PB

masks is P, the same as the separation between each P output at PC. With
. X

proper choice ol spacings and grating frequencies, the pattern incident on PC

is as shown in Fig. 4.4 (bottom).

[he P( output pattern (Fig. 4.4, bottom) obtained for this case is best

Y AY
seen by considering cach o input separately. The HO input at ;O multiplies all

3
three B masks at and produces B a_ at PC' Because the three masks at P

&} 0 B

S
are spaced by p and because PB is imaged horizontally onto PC, the B 4, output
¢ N fudl
2
and B_a

at P consists of three terms: 1%0

( separated horizontallyv at

a -
ﬂOJO’ QIJO

P by 'r . We now consider the ay input at P\ at i]. The PC output resulting
: . / ¥

Y - B
B.a, and B_a

frem this input is B a EOal’ 219 2%

| and again contains three terms:

cach separated by "p . By proper choice of [ =3 B and the frequency of the
[ -

Y
grating, the © difference causes the B a pattern at P( to be displaced from

=
a

1

whiech is also the width of an individual Eﬁ
. 3
{

. pattern
the B pattern at P( bv p !

2
‘l()

(with 1:1 imaging assumed trom PB to PF)' To achieve a lpc shift at P due to

[\

T, we must osatisty

= 'y, o=
f dl

“h cc 0710

where the terms involved are discussed in Sect. 4.3, The PC patterns are displaced

due to
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Fig. 4.4 General patterns for the wavelength diversity APAR processor.

— (! TO . ! mh——s—*:‘—a.—ﬂ-—-oq —
R

| COLOR MULTIPLEXED LINEAR TRANSEORM PROCESSOR
{ OPTICAL TOPOLOGY

Fig. 4.5 Schematic of the experimental wavelength diversity APAR processor.
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Continuing with our discussion of the anatomy of the P( pattern in Fig. 4.4

-

Y
(bottom), the P( output B a, due to the a, input at -, is displaced by /'p from
. - < Z (&

2 S
the B a output. In Fig. 4.4 (bottom), we show the separate B a, outputs at

! P( separated vertically to clarity what the contents of P( are. In actuality,
the three PC outputs shown are added vertically on the output detector to obtain

the desired output.

: 4.3 PXPERIMENTAL WAVELENGTH MULTLPLEXED PROCESSOR
The wavelength diversity APAR processor that we assembled is shown
schematically in Fig. 4.5. Since linear LD source arrays were not available
‘ te us, we produced the equivalent PA pattern using an arc lamp source and mask.
) Referrine to Fig. 4.5, white light from a 1000 watt Xenon arc lamp
was separst u i -0 ditrerein " colors by reflccetion from a
blazed grating “1 at (0 = 1200 line/mm spatial frequency. Lens L1 images the
{ slit vertically onto P\,
!
.- i o .2
] 2 2 el




whereas L2 images the slit horizontally across PA

1 1
d+dl+ AT 4.3)
1 d3 4 c2
Thus incident on PA, we find separate wdavelengths or colors of light Ai = >0, )l

etc. at different horizontal locations across PA. At PA we place a mask whose

transmittance in x = 2 and y = m corresponds to the desired a . pattern.

Lens L. performs 1l:1 imaging of PA vertically onto P

3 B’
% + % - fl (4.4)
5 6 c3
Lens L2 also images Gl horizontally onto PB
1 4. 1 _ b (4.5)
d d, + d. + f o,

3 4 5 6 c?

This effectively recombines the different AQ colors of light incident on PA

from G1 at PB so that PB is illuminated with essentially white light (i.e. all

from all L sources is spread horizontally across P_ as in Fig. 4.1).

B

If a grating G1 of spatial frequency fo is illuminated with light of wave-
length », then the first-order diffracted spot in a plane PA a distance 4 from

Gl lies a distance p from the on-axis location, where

p = f_ ). (4 .6a)

In the svstem in Fig. 4.5, the spatial frequency at G‘ is fO and the spatial

frequency at L, is fé, vhere

fo = £ .7

PReaa st bl s 0 T ST
- i RS 3P e




since f“ = f' if d, = 0 and the effective frequency f! should be used in (4.6a)

0 3 0

with d = d,. Solving (4.7) for f& at the plane of L, and substituting this
o4 Z
expression for fO in (4.6a) with d = d&, we can relate input +, horizontal dis-
placement p in P\ and lens spacings by
no= . f d d + +
i g d,0d; d2)/(d1 d

0

) + d3). (4.6b)

Rewriting (4.6b) in terms of the wavelength separation Al \L .1 %, between

adjacent vectors and the spatial separation JP] (see Fig. 4.2) between the input

<

veotors in P\, we¢ obtain
'

o= 0 50 dA(dI + d2)/(d1 + d2 + d3). (4.6¢)

The PA masks used were 5 w5 element binary arrays. They were drawn on
Amberlith A3A masking rilm and then photoreduced 20X onto Kodak lA high resolution
plates.  For the r'inal PA inputs, 'p;l = 2.5 mm and dpa =0.15 mm and W =1 mn.

Al eviindrical lenses used had focal lengths fc = 100 mm. Satisfying all focusing
and {maging conditions, all di values in (4.2)-(4.5) are found and 5% = 48 nm in
(L.6) results. This value appears to be typical of the A difference to be
cxpected between LD arrays of difterent colored light [26] With épa = 0.15 mr,
the spectral width of each Cois S = 0.64 nm. The value lies between the tvpical

spectral line width of an LED (30-%0 um) and a I.D (0.01 nm) [24].

We now return to the details of the rest of the svstem in Fig. 4.5. Lenses

o i‘«) imape I’H with l:1 magnification onto Pes

d, = f_ + 1. (4.8a)

d o =d, +d, =1  =f (4.8b)
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where fs = 381 mm is the focal length of all spherical lenses used. This 1:1

imaging from P_ to P maintains matched P, and P  plane sizes, with the separations
& B C B C

v

o

between ﬁna outputs equal to the separaticn 31% between the §ﬂ mask patterns.
<

It is thus necessary to ensure that the separations at P between the different

+ wavelengths (of separation A4) also equals Alk' The grating G, performs the
i .

2

gseparation of the Ag colors at PC. These colors were initially spatially separated

horizontally at PA by A}z as in (4.6c) and later recombined at PB by condition

(4.5). The separation Apc at PC between the different AQ is related to their

wavelength separation -3
& L 41"y BY

(4.9)

Since each vector in ? at PA is not just one ) but contains a range &» of
wavelengths (due to the finite slit width Spa used (Fig. 4.2) as well as due to

practical 8% ranges for LDs), the 6pa spatial spread due to a §) is given by

(4.6c) with p = Spa and X = &), or Spa = fd (8X)d, The PC output will also have

a spatial spread or resolution Bpo due to \Sp1 given by (4.6a) with 4 = dIO’ and

p = &p . The horizontal image resolution in P_ due to 6pa is thus
¢

8 = & 4
bpc 6pa(d10/d4) (d1 + d2 + d3)/(d1 + d2) (4.10)

Experimentally SPC < 001 mm was obtained. With LD sources, tvpical spectral line

widths are 0.0l nm; therefore we expect about a 10X improvement in horizontal image

resolut fon.

When the actual svstem of Fig. 4.5 is used with multiple linear LD input

to the righr of P

arrays at P\, lens L, is placed f( This collects all
/ 2 .

2 A’

light from the LDs and images each LD column at PA horizontally across P_, thereby

illuminating PP with white light.
bl
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REVIEW OF COMPLEX AND BIPOLAR DATA HANDLING

In this section, we review the major techniques by which complex-valued
data and bipolar data can be handled, represented, proces .od and operated upon

in a non-coherent vector-matrix jrocessor of the type used.

a(m) 4 mthrow
X -'“P.'lq e
é;y
o P,
[+

N0 Y
IR

Fig. 4.6 Schematic of basic vector-matrix non-coherent APAR processor.

Consider first the svstem of Fig. 4.6 whose input at PA is a 1-D vector am.
With a mask b at I’B. the P, output is

m.n ¢

(. = b a (4.]1)

where M elements at P\, N X M oat PB at N oat PC are assumed. The P output in
{ )

(4.11) is the vector matrix product

(4.12)

where () denotes a vector and () a matrix. Since such non-coherent processors
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can operate only on positive valued data, new techniques are necessary when the
data values are bipolar or complex (the latter is the case in APAR). We first
consider two methods to process bipolar data and then two techniques for complex-
valued data. In Sect. 4.5, we describe a new and preferable method for complex-
valued data processing using the wavelength diversity processor. In Chapter 3,
we consider a new method when multiple wavelength sources are not available.

This latter technique is the one used in our I0P system, the one discussed in
Sect. 4.5 is the rie vsed in the wavelength-diversity processor (the subject of

the present chapter).

:n the first bipolar-valued data processing method considered, we bias %
and h, . data as (1/2 + xn) where -1/2 & IS 1/2, so that the recorded data
a_ and bm,n satisfy 0 g a s bm’n < 1. The output from detector n at PC will

then be the sum of the light leaving the n-th column of PB or
¢, =k (/2 + /) (/2 + xm)_ (4.13)

The correct y, output (4.11) can be obtained from <. by

vo= ¢ - (a2 4+ ) /12y + M/4, (4.14)
n n m m m,n

The am/Z and M/4 terms in (4.14) can be optically computed by addition of one
extra column to B with uniform transaittance of one-half. At the correct detector
output in P(, we obtain % nm/l + /4, which can thus be subtracted as a
constant from all observed ‘4 outputs in an electronic post processor. Computing
ﬁ m‘H/Z could also be performed optically in one iteration with all a = 1/2.

The ¢, vutput in PC is then % lm‘n/J + M/4, This technique reduces

the useable dynamic range of the LED input, the B mask and the output detector, bhut

it requires electronic post processing plus an extra iteration of the optical

system (or electronic computation of % bm n for each new B). This technique only
. L
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increases the space bandwideh (SBW) of B to (N + 1) (M + 1) from NM and is thus

attractive,

In the second method of bipolar data processing we consider, each component

. - . . . + . -
is divided into its positive () and negative () parts. The output from PA

_\+_a._' ~ 3 A+
is thus [xm xm] where the top haif of the LED source array is fed with X and

S

the lower half with Xm' Note that this scheme now requires a 2M element input
LED arrav. The B mask at PP is similarly decomposed into four sections (increasing
its SBW bv a factor of 4 from MN to 2M « 2N) as in (4.15). The <, output at PC

is thus

+ - s
- |lute -
5L “m ) (4.15)
- -
N T I
- - m
=

S
+
AN element linear output detector is thus needed. The Yn outputs appear on

‘)_
the first N detector elements and the V outputs on the last N detector elements.
n
The incredased SBW of P\—Pv is a disadvantage of this system. However, it requires

no eclectronic post processing and does not reduce system dynamic range.

Specitic guantitication of the dvoamic range of the a . b and ¢
m m,n n

elemental values and the P\—P‘ component specifications (SBW and dynamic range)
¢ [
for exact scenarios is needed to enable a decision between these two bipolar

data processing schemes to be made. We now consider two techniques for complex-

vialued data processing.

\n attractive method for performing vector-matrix multiplications on

complex-viiiued data was  described by Bond {27 1tor CCD processing and Goodman, et
al.  [R] for oprical processing. [t was then appiied to a vector-matrix electro-

oprical processor o pertorm
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the DFT by Goodman, et al. [29] and for APAR processing by Psaltis, et al.

{sl.

In this technique, each element is decomposed into its residues along

unit vectors spaced by 1207 = 2n/3 in the complex planc as

x = xé exp(in0) + x . exp(j21/3) + ., exp(j4n/3}) (4.16)

1

-
For simplicity, we denote the three components of x along the three directions

- - -
by Xb, Xi. and Xé, with similar notation used tfor the three components of (he matrices
-
H and the output vectors v.

In this notati.n, we describe Fig. 4.6 as

r)

v

%6 t Hy Hi| f%;

[N 3]

i ~ = ~ ~ N AI /

i Hi H5 H3 1% (4.17)
P o o

LY M5 By g (%)

In (4.17), all components are real and positive. The PA input is IM long, PB

The P

is 3N + 3M and PC is 3N. 9

mask must be properly arranged as shown in (4.17).
The increased SBW of PA—PC by factors of 3 or 9 is the major disadvantage of

such a svstem. This system arrangment was the one we used in our earlier phase 1

work [5] to realize and demonstrate clectro-optical processing of complex-

valued APAR data.

The secvond complex-valued data processing technique previously described

[6] and demonstrated by us used color-multiplexing and the complex decomposition

in (4.16}. In this processor (see Fig. 4.7) three linear LD or LED input arravs

-\

at P 0" \or

are used 1 with different wavelength outputs “he inputs to the three

. X
LD input arrays are XGTK, and the B mask at P2 was arranged as

L18)

y = [yb; H:

i
.—1 .__2]




by —_ 7
P //P . 4ATINC 3
v 2

Fig. 4.7 Original color-multiplexed vector-matrix processor schematic.

S
Fig. 4.8 Output detector post processing at PB of Fig. 2.7 to realize Y4

P - - - o~ -
v v, from the ¢, ¢, € outputs.
2

1 72 0 1
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The B mask was illuminated with all input wavelengths as before and the three

separate is were then separated vertically (not horizontally) at P, by a grating

3

between P, and PB' The output P3 patterns on the three linear output photodetector

arravs are thus

,
0
n
W
—
®
oo
»

Q On Qr 1 =2'70
S 4o
‘07 “in [BO B, Bylay 4.19)
¢p T oy T By By Bylay
and the system so described by
__\
(IO
: B [d," a:ia,
ol = Blg apral: (4.20) J
)
L2
The aesired ?6. Vi’ V. outputs are:
4
Vo= B + FaXo + HoXg
78 L1 U ]
- =Y
;o= Haxe H~x~ 4+ H:xp 4.2
17 5% T =22 .20
v % H + HoX
Va = ~XA 4+ KA AX A
2 =20 -11 02
the observed 80' ;], ;2 outputs at P.3 aret
a - - - . -
N = { : ]
o (Borg' Byg  Byag)
=Y ~ . A :
. = ' B v Bl . 4. '
“q Borp ! Byap By | (4.22) |
o | s M > i
2 7 Soigt Brag: By

.o realize (4 .21) from (4 .22) we combire the detector array outputs as

shown in Figure 4.8,

NI SN NN




v = 7y:vrr,v-1!~‘w:_; - -
. ST iwee

thus

- 5 Y -
o T Boag T Byay * Bhay
- B Y >
o= + Boa,. + Ba 5.2
\1 l)(,l] [)1 0 :: R (4 5)
-2 -
— ; )
\) l))d,) + [Jlkl] + B)x]()
et
T . S - . e .
e, [he svstem of Fig., .7 reduces the 1-D input and output SBW requirements
1
> bv a ractor of three (by use of three I-D input LD arrdavs at difterent - and

three 1-D output detector arravs stacked verticallv) and tno SBW of the P

mask B to 3 o+ N« M, In Seet. .5, a superior color=multiplexed processor

without clectronic post processing is described.

4.5 COMPLEX-VALUED WAVELENGTH-DIVERSITY PROCESSOR

[n this section, we describe new and preferable bipolar and complex-
valued APAR processors and techniques using the wavelength-diversity processor.

We also provide experimental confirmation and demonstration of the system.

We first consider the new bipolar-valued data processor to realize (4.15).

The basic system of Fig. 4.1 is used with the data formatted as shown in Fig.

-2

. a+ - . + -
4.4, For this case, we Jecompose ® into * and ®» and H into 4" and H . At

J P, we place three linear LD arravs cach emitting at a different
| : |
{ - .\ ) s w s
. = ae '}. and h o We describe the three linear 1D outputs at P\ hv ag s al, "
H a ORI A a a4 .
. : i At ”0 =, ”1 = x , and 32 =~ . At PB, we place two matrix
. . -+ - " . -
£ masks side-bv-side, I%)= H  and ﬁl = H . The cutput at P( will thus have four
'

terms spatially separated horizontally:




o = Bp3p

C = a a

oo s “ .24)
. - p +

€2 = By T Bgag

C3 = Elaz.

The central ¢

1 are the desired bipolar components of

By
and <, outputs at P

C

live

- 2 —_— -

y = ¢y = Hx +Hx

At - - +>+

Y= oo, =R 4k  .25)

From (4.25), we see that the use of une additional linear LD input array
. == >+,
provides the correct y and y bipolar output components on the two parts of a

linear output photodetector array in P Use of the prior color-multiplexing

c*
scheme with bipolar data would require electronic post-processing to sum and

combine the proper photodetector outputs as well as two linear output detector

arrays stacked vertically.

We next consider a second method of processing bipolar-valued data using

wavelength diversity. This approach combines the methods of (4.14) and (4.19).

This technique uses two linear LD input arrays (rather than three as above) and

~t

B Y
one P mask (not two as above). and », are a, = x and

B

-

1

The LD outputs at AO

h .
a, = % and the components of the B mask are bm n -

1 0

(b + 1/2). The resultant
m,n

1) )

are:

outputs on the two parts of a linear photodetector array at PC

-
= b ¢ - 2
Y M m,n dO,m % 1O,m /
-
v =5Ib a -% a /2. (4.26)
n m m,n I,m m 1,m

We can generate the last two terms in (4.26) by use of an additional column of

The outputs from the two associated

B with transmittance 1/2 as noted earlier.
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; photodetectors are the last terms in (4.26) and thus can be electronically
3 ) . > a 1
- subtracted  from the observed “n outputs to produce the desired v and v
3
! 1
outputs as in (2.26). Thus in order to reduce the SBU requirements of P, and j

Pa. we trade off dvnamic range in PB (by adding o bias) and reanire some electronic

post processing.
We now consider a wavelength diversity processor to realize the complex-

valued vector-matrix operations required in APAR. This system does not require
the electronic post-processing of our prior system [%.1} nor does it need 2-D

or stacked 1-D output detector arrays.

We consider forming
v o= Hx 4 .27)

where all elements can be complex. At PA, we place five (not 3) linear LD

EY
arrays emitting at » - %, und with inputs a, - a,, where
0 4 0 4

KN - A A EY BN EN - =Y - (’ 28

o = Fas 0, T Xoy 4, = X5 = Xa, a, T X-, .

Gg T EGr 4y T X Ay T Xge dg T Xge A, =X 4.28)
and ;O-;a are described by (4.16). At PB' three B matrices 80—57 are placed
side by side where

3 ‘s = H:. B, = Hs, 4.2
l() HO Iil l:{_l LZ Hz ( N
and UO_“Q are the projections of H as in (5.16). The resultant PC pattern

contains terms in five wavelengths.
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At A find Ba, containi B, B.a andB 2 d
t Aq» we fin ggo containing the three terms Byay» B3, and Bja, separate
by Apc, which was chosen equal to the Apb separation of go, gl and EZ at PB' The

kY EY -
§a1 output at i, is shifted right by Apc from the an output with the Eaz output

1

Y a
shifted right by Apc from the Ba output equals Ba_  and is dis-

B Y
output. The Ba 0 3

1 3

output by Apc (all A - A, values are assumed to equal AA E

A
placed from the Ba 1™ M

2

> EY
and AA is assumed to correspond to a Apc). We show the §a3 = an output on the 1

>
top line in the PC pattern in Fig. 4.9, displaced by Apc from the §az pattern

3 kN
and by 3Ap from the Ba, pattern in A, light. The Ba, pattern is similarly
c - 0 =4

0
a

KN
pattern since Ba, = §al. It is displaced by 3ApC from the

A Y
shown beside the Ba 4

1

Al pattern for reasons noted earlier.

PA
£ Y - Y R Y >
ao al a2 a3 34
P LN 5 5
E Y
- P %‘an a
Ba
P >- » —1 a
~ . foy 232
p > r o — Y
C . - = Ba
Lanl v r _3 N
; P > “a[‘
> B Y a ES a R Y R Y
I T O T N

Fig. 4.9 Formats for the novel complex-valued data processor for APAR.
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As before, the actual patterns at PC are superimposed vertically
and are shown separated vertically only for clarity. The P detector forms
the sum vertically in m of the PC outputs shown. The outputs of tlie three

central detector arravs are

S =3 x- + H + Hex

€27 Y2 Ty T AT T %

> =3 o 4+ Hax: + Hex

Vg =Yg T Haxg P Hsxg v Hixs (4.30)
- - - - -

Vy T YL T Hpxg Hlaxg 4 Hoxs.

- = - > . .
We note that ecach of the output components (yg, v], and y2) in (4.30) contain three
From (4.30) we see that the outputs from thke L. + N = 3N linear output
- N o . . )
detector elements are the 0, 1 and 2 projections of the complex y vector-matrix
product in (4.27). “Thus, by the use of five input LD arrays (rather than 3),

no output P, electronic processing (summing and reorde. ing of data) is nceded to

obtain the compoaents of the complex output (as in Fig. 4.8).

To demonstrate the use of the data formats in Fig. 4.9 in the system of

’

Fig. 4.1, a specific complex vector x and matrix H were chosen:

[ 1. exp (jzn/z)T _(3 + 1
1 + exp (j4n/3) 0+ 2
x = 1 - 0 (4.31)
exp (j2u/3) 1
| exp Ci4n/3) | 2

g
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0 i 0+ 2 1+32 2 #
i O+ 2 1+2 2 0
0+2 1+32 2 0 1
H = o . A ) (4.32)
1+ 2 2 0 1 0+ 2
: 3 0 1 0+ 2 1+ 2] ;

The short-hand 6, i, 2 notation is used for simplicity of description. We write

~ -~ ~ ES
the three 0, 1, 2 components of x and H explicitly as

}
<
4"?, ~ = r - i
3 1 1 0
.,’ 1 0 1
. q xa =11 s Xi = 0 , Xé = 0 (4.33)
] 0 1 0 1
i
4
. o |0 1 |
{
- [10100“ 0101 0] (0011 1]
! 01001 101ooi 01110
A = A~ = ~ = 4
Hy=|10010] , H 01001} , H; 11100] . (4.3%)
00101 toot1ol 11001
1 |
‘ 01010l 100101} 1001 L :

The format of Fig. 4.9 was thus used in the laboratory version in Fig. 4.5
of the system of Fig. 4.1 with the vector-matrix data of (4.33) and (4.34). The
P, pattern is shown in Fig. 4.10a for the vector in (4.33). Each of the five

vector inputs shown are actually in different colors or A, but are printed in

4

|

‘ black and white. The PB pattern containing H;, Ei and Hﬁ in (4.34) is shown in .
~
Fig. 4.10b. The output PC pattern is shown in parts in Fig. 4.10c. The N
s :
output in colors AO and A3 is shown first. Each is H XC' Because X3 —~\0 = 3m :

¢

corresponds to a 3p  separation, the b, and )3 pattern contains two
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COMPLEX VECTOR OUTPUTS

l' l.l. ﬁl‘l::;li

©)

i i1FIm I8t
|

N
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Spoce Integrating
Datector Array ()
Y3 gy
S
ahill]
s
Detector Output 2 | (f)
1
0

Fig. 4.10 Example of complex-valued vector-matrix multiplication.

Hx;
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A Y EN
H XO patterns side-by-side. Since x6 contains three 1's, only the first three

rows of H appear as shown.

A > N
The output pattern in Xl and Aa is shown next. Since ay) = a, = X,

EN -
this pattern is two H x. patterns side by side. Since x; contains a 1 as the

1 1
first and fourth elements, only the first and fourth rows of H appear in the H ;i
output as shown. The H ;2 output is shown next.
As noted before, these patterns are superimposed vertically at PC. This
composite PC output pattern is shown in Fig. 4.10d. The central 15 columns %%
of the Fig., 4.10d pattern are incident upon a 15 element photodetector array ij

shown in Fig. %4.10e. The detector integrates each column in

Fig. 4.10d. The first 5 detector outputs in these 15 elements are the five elements ']
> D

of Yoo the central 5 detector outputs are the elements of yé and the right 5 detector :

A S f
outputs are the elements of the y, component of the complex ? = H x output. :

When the system of Fig. 4.1 is used as an iterative processor, a 5 element

complex vector with components 6, 1, 2 is added to the respective 15 detector
outputs and fed back to PA as the 0, i, é components.

To show that the experimentally obtained output is correct for the specific

A Y
example in (4.33) and (4.34), we computed y = H x and found

<y

[_vo, Yi» Yor Yqo yal

~ ~

(40 + 31 + 22, 20 + 31 + 52, 40 + 41 + 32, 20 + 21 + 52, 40 + 31 + 22] (4.35)

]

(20 + 1, 1 +32, 0+ 1, 1+ 32, 20+ 1).

EY
The first representation in (4.35) lists the five elements of v. The computation

S Y -
of y = H x yields the second expression in (4.35). Since 0+ 1+ 2 =0, we

subtract these common factors and obtain the last expression in (4.35).
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‘ The detector outputs from left to right arc

- Y -y -
YR Y ¥ee Y1 T Yot Yoy Yoot Yos V10T Y se (4.36)

"0

' From (4.35), the expected PC detector output is

Y = ¥5 Y5 ¥i = 1030302010211111]. G .57)
:
e The optical output data (obtained by summing the column outputs in Fig. 4.10d)
"
X e | | Aoa A
25352 | 42424 | 33433 =Ty5, YO, Y. (4.30a)
| E

Combiring the first elements of ;;, ;b and §i and then the second etc elements,

. we obtain
243 523 344 523 243,

The symmetry of these outputs was set by the choice of matrix used.
Subtracting the offset or lowest value from each pair of three values (e.g. for

i the first set 232, the lowest value is 2. Subtracting 2 from each element

' of this set yields 012) vyields

021 301 011 301 021. (4.36b)

d We now recall that the three elements in each of the above groupings corre-

spond to the 2 0 1 component values respectively, we write the above output as

20+1 32 +1 0+ 1 32 +1 20+ 1, (4.37)
! This detector output pattern is shown in Fig. 4.10f atter electronic post pro- ;
. i
1 cessing. This pattern in (4.37) agrees with the predicted result in (4.35), i

thus verifying the system's operation as a vector-matrix multiplier of complex-~ !

. - -

valued data for APAR. The subtraction of the smallest component of each Yh

element output from all five of those output components is easily achieved

)
' by a comparator/subtractor. This is necessarv because the components 1

: 0, 1, 2 are not linearly independent. A simple geometrical construction to

dllow computat ion of the components of the complex data is shown in Fig. 4.11.

M e
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-
b, Fig. 4.11 Geometrical construction to determine the product of complex vectors
5 ._1 as projection components 6, i, 2.
)
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4.6 MULTICHANNEL 1-D CONVOLVER

An alternate and more general formulation of the wavelength diversity
processor of Fig. 4.1 as a multi-channel 1-D or vector-matrix convolver is
possible. We can advance this formulation with reference to Fig. 4.4. We

denote the L linear vectors at PA by the index ¢, the R matrices at PB by

the index r, and the L linear N element outputs at PC by the index - also.
Summing the vector outputs at ¢ = 2 in PC’ we obtain
a S | Y B a + 1 a (4 18
= = B,a, + L. a b a .
T S22 T =M% T M T 2ot )

S
or in more general notation with ¢ and r as the a and B subscripts,

. Y
€, = 4.
ST ERA (4.39)

For « = 2 and r = 0, 1, 2, (4.39) becomes
S 2 Y a Y EY
. = . B a =B.a_ + B a. + B.a._. (4.40)
“2 TrEo pM2-r T 20%2 T A% T 2%

Bv inspection of (%4.39) and Fig. 4.4, we see that the form of the output at a

given N element detecior in P, is that of a type of convolver, specifically a

C
multi-channel 1-D vector-matrix convolution. This general operational descrip-
tion in (4.39) of the system improves the power and flexibility of the wave-

length-diversity processor with wavelength * as the convolution shift variable.

We thus rewrite (4.39) as

c() J b(r) a(:i-r)dr

¢ () [ o(r) a(r-r)dr, (4.41)

]

trom which the convolution with } as the shift variable is apparent. The PC

output is shown in Fig. 4.12 for this general case.

KRENE DU

s

i
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F.g. 4.12 General PC pattern description as a multi-channel 1-D wavelength

. convolver.

vom
o ——— . - e
LR 1"

- Fig, 4.13 Example of matrix-matrix multiplication.
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4.7 MATRIX-MATRIX MULTIPLICATION 4
In this section, we consider a new application of the wavelength diversity
processor, to perform a matrix-matrix multiplication. We describe two new 4
electro-optical systems that achieve this operation. Consider formation of 3
83
¢ =2, (4.42) !
; ‘
Lo where
!
- \
) N : b b B! a
4 ‘11 12 [ 1112 11 12
}‘ K ¢ = S » B = b b » A= N a : (5.43)
] 21 22 21 22 21 22
‘? Substitution shows
4
b b a a
b boA = 11 12 11 "12
& ) b b a
P21 722 21 "22
1 + 1 ; a + b a
Tt T T2 o 1 Y12 7 12 Yo
b ] + 1 a b a + b a
21 "1 T Vo2 21 “12 T T22 T22
1ot
= 1. . = G (4.44)
for 22
‘ to be the desired result.
{
: Consider the simplified version of Fig. 4.1 shown in Fig. 4.13. The input
’
v at Pl is N vectors Do) each of length M corresponding to N spatially separated
! wiavelenyths 0 Pach Pinear LY vector is imaged vertica:ly and spread horizon=-
! tallv acrosas P, where a mask B(m,n) is placed. Py is imaged onto P3, while
j cach o is separated vertically




Fig.

4.

14

Formats for the data planes in Fig. 4.13 for matrix-matrix multipli-

cation.

11 Y12
Y21 Yoo
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at P3 bv a grating as before. The P3 pattern is thus described by N vectors

“pn (n) each of length N and each formed in a different )n light where p = fﬁ z,

e W T &

(- is the input wavelength, f is the spatial frequency of the grating
s

between ¥, und P,j and z is the distance from Pv to Pj).

To realize (4.44) using Fig. 4,13, we place A at Pl as shown in Fig. 4.14.

When the ﬁT mask is placed at Py, the P,

3 output containing eight elements

cesults, The detector array at P3 contains four elements as shown. Over-
layin, the detector and P3 output patterns, we see that each detector integrates

the sum of the .orresponding two output P, components. The four detector out-

3

puts are thus the components of the desired € output matrix in transposed form.

We now consider a matrix-matrix multiplier using a 1-D detector and 1-D
input vectors of longer length. To visualize this system, recall the descrip-

vion of Fig., 4.1 in (4.1),

This is the product of the two matrices A and B,
C = BA, (_/3.‘/45)

where A is an L X M matrix and B is N X M.

/

To demonstrate this use of the syvstem of Fig. 4.1, we consider the matrices

_——— —_— 1

T ~
r—[ o101 1010 ]1

11010 01011
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Example of new matrix-matrix multiplication alporithm,
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Substitution into (4.45) vields

C = 22131 . (4.47)

To perform the matrix-matrix product in (4.46) and (4.47) on the system of
Fig. &.1, the experimental system of Fig. 4.5 was used with five different input
wavelengths to distinguish the five rows of A. The input PA pattern is shown in
the top of Fig. 4.15, in actuality this image was in color with each column being
a different color. This 2-D input pattern with color horizontal with index :
and with five elements per column with index m describes the 2-D matrix A(:,m).
Incident on PB’ the five rows are illuminated with different combinations of
input wavelengths as shown in the center of Fig. 4.15. The PB mask B(n,m) in
(4.46) is shown to the center right in Fig. 4.15. The P, output plane pattern

2

at PC is shown in the bcttom of Fig. 4.15.

The detector at PC sums the five entries in each column in PC. The 25
detector outputs (from inspection of the bottom figure in Fig. 4.15) are (from

left-to-right)
G, eee e = 3122112213221312131213122. (

We see that these detector outputs are the elements of the matrix C in (4.47)

thus proving the system's use as a matrix-matrix multiplier.
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4.8 MATRIX-INVERSION

We now consider yet another new application of the wavelength-diversity

processor, its use in inverting a matrix. This applicaiton is of direct use

in APAR processing. Consider the matrix-matrix multiplier of Fig. 4.13 as
described in Sect. 4.7 with the feedback shown applied. We describe this 10P

matrix processor with PA input Ei _ P_. mask [H], output Bi' After addition

1° 'B

of a matrix F to the P_ output, the IOP system is described by

C

= + 4-
Wiy THW HE (4.49)

where all quantities are matrices and the subscripts refer to successive output

iterations. In steady state Ei = Ei 1 = W and (4.49) becomes
W=HW+F
- Fa-w (4.50)
!
[f we let H = 1I-Mand F = 1, then the output is ?
-1
Ww=WM", (4.51)

The system has thus performed the inversion of the matrix M at P . The
system and algorithm used are shown in the functional diagram in Fig. 4.16.
Note that the output matrix to be added is the identity matrix and thus this

potentially complex operation is greatly simplified.
W
Wy D Py

W . *. lt

W-M W+ 1

I-M

]
—

MW

1 — e — e ———— —_—

Fig. 4.16 Tunctional digram of the matrix-inversion processor,
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4.9 COVARIANCE MATRIX COMPUTATION

A difficult processing step in the APAR system involves the calculation of

the covariance matrix, M(?,n) of the noise field, namely:

M(?,n) = xQ(t)x:(t) = % { xp(t)x:(t)df (4.52)

where xQ(t) and xn(t) are the ncoise voltages received by the fth and nth antenna

elements. Rewriting (4.52) as a summation over t we obtain:

M(%,n) ~ I x(t,f)x*(t,n). (4.53)

1

We note that (4.53) is identical in form to (4.1) and therefore conclude that in
principle, the matrix-matrix multiplier can be used to compute the covariance matrix

by writing the time history of each of the f, n =0, 1, 2 « *« ¢+ N-1 received

signals along the m spatial coordinate in PA and PB where xy(t) is written along

the “th column in PA and xg(t) is written along the nth column in PB. Since the

received signals are complex valued, the SBWP required in PA and PB to represent

the data must be 3X as large and the resultant output PC SBWP must be 9X larger

than that required to perform a matrix-matrix multiplication of positive valued ;

data. The P\, PB and PC data formats would be:
s .

PB 9 n) '!’ 32

10 ([

A N e o - v & n—>» .

! HHIH
T, H

X eX. % X2 aXo¥ X oXAX K~eX~¥%
01 1'70 1772 2°1
PO OO OO 000 P oo vt s X RN IV YERENEIIRNN N YNYN] PP O 00008 o000 00pe roggroce

N ——s et
\-’—}/\4)-5 (t,n)  x.ex, % X2 exX¥ \;TY;T# \;f?;:(

0 "2 171 270 2

2
9N

P |
“ ral
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! where N is the number of antenna elements and 2N is the minimum number of time

samples required to estimate the covariance matrix M as a time average.

Since the above calculation is essentially a matrix-matrix multiplication,

8 an experimental demonstration was not conducted. Further experimental work is

oo,

recommended in this area in order to assess the accuracy of the overall APAR

processing system.

.
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4.10  SUMMARY

In this chapter, we have described a new wavelength-diversity processor.
The use of this system as a vector-matrix multiplier and iterative processor
with complex-valued and bipolar valued data elements was presented. Three new
optical systems using three new algorithms to represent and process complex
and bipolar data in non-coherent electro-optic vector-matrix processors were

described.

The system's use as a matrix-matrix multiplier, a matrix inverter, a 1-D
multichammel convolver and for computation of the covariance matrix M were also
described. In each case, new system data arrangements were used to realize new
and more powerful electro-optical processors and new adaptive algorithms for

various APAR processing applications.

A laboratory wavelength-diversity electro-optical processor was assembled.
It was used to experimentally demonstrate and verify its use in complex-valued
vector-matrix multiplication and as a matrix-matrix multiplier. 1In all instances,
experimerts and theory agreed. The system offers the promise of increased
processor capacity (duc to the added degree of freedom that wavelength provides)
and is of use in developing new algorithms (as the systems described, fabricated

and demonstrated have shown).

The hishlights of the WDPP  approach to APAR and the new research performed

during the past year include:

(1) WDP concept and demonstration of it.
(2) Use of the WDP concept in a new complex-valued data representation

(Sect. 4.4).




(3

(5)

(6)

(7)

(8)
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Modification of the original WDP concept to decrease the electronic
post-processing necessary and demonstration of this concept (Sect.
4.5).

Laboratory WDP system ftormulation and demonstration using an arc
lamp and grating (Sect. 4.3).

Multi-channel convolver description and demonstration of the WDP
system (Sect. 4.6).

Matrix-matrix multiplication description and demonstration of the
WDP system (Sect. 4.7).

Description of the use of the WDP system for matrix inversion (Sect.
4.8).

Description of the use of the WDP for covariance matrix computation

(Sect. 4.9).
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CHAPTER 5 SUMMARY AND CONCLUSION

We summarize the highlights of our programs in the area of coherent optical
correlator (COC), iterative optical processor (IOP) and wavelength diversity

processor (WDP) and thei~ use in APAR processing.

Our new COC work on APAR'processing has resulted in many new algorithms and
system architectures as well as in the fabrication of many components for the COC

processor. In the past one year we have:

(1) Developed a new COC concept using 1-D AO cells rather than 2-D SIMs
(because they are more easily fabricated and more readily available)
and TI rather than SI correlators (because their longer integration
times allow better noise statistical estimates) (Sect. 2.2).

(2) Fabricated and performed initial testing of two AQ cells (Sect. 2.3).

(3) Developed a new simulator to handle multiple phased array signals
with adaptivity in space and frequency, to compute weights and calculate
corrected antenna patterns, plus conventional Fourier transform and
correlation routines (Sect. 2.5).

(4) Devised a new adjunct antenna concept that allows full space and fre-
quency APAR data to be obtained nusing only a two~channel processor

(Secr 2.1,




e
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(5) Developed a new hybrid time and space integrating AO correlator
architecture that combines the best features of the Tl and the
S1 systems, and provides a 2-D display of the angle and frequency
location of the far-rfield antenna noise pattern from the two-
element adjunct antenna data (Sect. 2.6).

(6) Designed and fabricated a hardware electronic support system and
designed and nearly completed fabrication of a multi-purpose
computer-driven electronic support system for complex noise
source scenarios (Sect. 2.7).

(7) Developed a self-correcting post-processing system, a new fast
iterative modified projection method technique and an advanced
projection concept to compute the adaptive weights for narrow-
band and wide-band jammers that differ in both angle and fre-
quency (Sect. 2.8).

(8) Performed an experimental verification of a TI correlator and
used it to demonstrate residue arithmetic computations in a
new time position coding scheme. Residue arithmetic is an advanced
technique whereby numerical computations can be performed in
parallel with no carries and with reduced dynamic range require-
ments. This is necessary to realize an accurate optical computer
(Sect. <.9).

(9) Demonstrated the use of the TSI system for computation of the 2-D

space and frequency output antenna pattern from an adaptive array

using an adjunct antenna (Sect. 2.10).

Thus, in conclusion, we have devised a new COC optical processor, demonstrated and
simulated the key points of the system, begun development of the necessarv post-

proce;sor, and fabricated the necessary components and support svstem to fully

study this COC technique for APAR.

ST G,
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The TIOP concept for APAR processing has proven to be most excellent.

highlights of our recent work on this approach to APAR processing are summarized

below,

(1)

(2)

(3)

(5

(6)

The weights and antenna SNRs obtained experimentally were within 17 of the
theoretical limit.

fabricated represents a major new optical data processing architecture that appears to

Design and fabrication of a new IOP system with fiber optic
interconnections, pulse widtii modulation and a microproceséor
electronic feedback system (Sect. 3.3).

Use of a new technique to allow the IOP to operate on complex-
valued data (Sect. 3.2.4).

Development and demonstration of a new IQP simulator, antenna
model, and 2-D to 1-D mapping with space and time adaptivity
and including IOP error sources (Sect. 3.4).

Demonstration and measurement of the excellent accuracy of the
IOP system to be less than 0,8% and with less than 1% error in
the antenna SNR obtained (Sect. 3.5.1).

Development and demonstration of a new technique to ensure
convergence to the steady state solution and fast convergence

of the IOP system (Sect. 3.5.2).

The

Real-time demonstration and analysis of the laboratory IOP system

for antenna adaptivity in space and time (Sect. 3.6).

be quite attractive and useful for APAR processing and other applications.

This excellent syvstem performance in the IOP laboratory system

i et s e LT
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The highlights of the WDP approach to APAR ana the new research periarred

during the past vear include:

(1)

(2)

(3)

(4)

(5

(6)

(7N

(8)

sedn

WDP corcept and demonstration ot it.
Use Of the WDP concept in a new complex-valued data representation

(Sect. 4.4).

Modification of the original WDP concept to decrease the electronic
post-processing necessary and demonstration of this concept (Sect.
4.5).

Laboratory WDP system formulation and demonstration using an arc
lamp and grating (Sect. 4.3).

Multi-channel convolver description and demonstration of the WDP
system (Sect. 4.6).

Matrix-matrix multiplication description and demonstration of the
WDP system (Sect. 4.7).

Description of the use of the WDP system for matrix inversion (Sect.
4,8).

Description of the use of the WDP for covariance matrix computation

(Sect. 4.9).
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